2036

IEICE TRANS. COMMUN., VOL.E102-B, NO.10 OCTOBER 2019

[PAPER

Unconventional Jamming Scheme for Multiple Quadrature

Amplitude Modulations

Shaoshuai ZHUANSUN'?, Jun-an YANG', Nonmembers, and Cong TANG', Student Member

SUMMARY It is generally believed that jamming signals similar to
communication signals tend to demonstrate better jamming effects. We
believe that the above conclusion only works in certain situations. To se-
lect the correct jamming scheme for a multi-level quadrature amplitude
modulation (MQAM) signal in a complex environment, an optimal jam-
ming method based on orthogonal decomposition (OD) is proposed. The
method solves the jamming problem from the perspective of the in-phase
dimension and quadrature dimension and exhibits a better jamming effect
than normal methods. The method can construct various unconventional
jamming schemes to cope with a complex environment and verify the ex-
isting jamming schemes. The Experimental results demonstrate that when
the jammer ideally knows the received power at the receiver, the proposed
method will always have the optimal jamming effects, and the constructed
unconventional jamming scheme has an excellent jamming effect compared
with normal schemes in the case of a constellation distortion.

key words: multi-level quadrature amplitude modulation, orthogonal de-
composition, optimal jamming, in-phase, quadrature phase, constellation
distortion

1. Introduction

Multi-level quadrature amplitude modulation (MQAM) is a
carrier control scheme that is widely used in medium and
large-capacity digital microwave communication systems
[1]. This scheme has a high spectrum utilization and a better
bit error rate performance than multiple phase shift keying
(MPSK). When the modulation order is high, the distribu-
tion of the signal vector sets is still reasonable, and it is easy
to implement. At present, this modulation scheme is used
in large-capacity digital microwave communication systems
such as synchronous digital hierarchy (SDH) technology, lo-
cal multipoint distribution services (LMDS), satellite com-
munication [2] and parallel combinatory spread spectrum
communication technology [3].

The current theoretical research on the jamming of
MQAM signals mainly includes two aspects. (1) Ignore
the influence of the external environment and internal signal
interference, perform jamming analysis on pulse amplitude
modulation (PAM) signals, and generalize the analysis re-
sults to the MQAM signals. Azizoglu investigated the con-
vexity properties of error probability in the detection of the
binary-valued scalar signals corrupted by additive noise, and
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the error probability of the maximum-likelihood receiver is
a convex function of the signal power when the noise has a
unimodal distribution [4]. In [5], a self-screening jammer is
considered for the evaluation of the performance of 4-level
PAM (PAM4). It is observed that PAM4 performs much bet-
ter than conventional radar signals in the presence of a jam-
mer signal, thereby indicating its potential as an effective
countermeasure in hostile signal environments. Zhang pro-
posed a method to divide the MQAM channel into several
parallel binary-input channels with a constant noise power
and provided the design in detail for the MPAM/MQAM.
The proposed scheme has good performance in polariza-
tion code applications [6]. (2) Assume that the jammed sig-
nal is Gaussian and then perform the best jamming analysis
under the hypothesis. Sun analyzed the optimal jamming
against a QAM signal, and a general formula was deduced
for the bit error rate (BER) of an MQAM signal under a two-
dimensional digital modulation jamming over an additive
white Gaussian noise (AWGN) channel [7] Kashyap consid-
ered a zero-sum mutual information game on multiple-input
multiple-output (MIMO) Gaussian Rayleigh-fading chan-
nels and proved that the knowledge of the channel input is
useless to the jammer [8]. Purwar described a simple and ef-
ficient way to simulate GPS signals using MATLAB with a
focus on investigating GPS signal jamming and devising an
anti-jamming technique to counter different jamming sce-
narios besides AWGN [9]. However, the above studies are
not so useful as external noise and internal signal interfer-
ence cannot be ignored in practical wireless environments,
and it is also impractical to assume that the jammed signal
has a Gaussian property. Therefore, the analysis results of
the above methods are not applicable in practical jamming
tasks.

In practical jamming tasks, the coherence characteris-
tics between signals are often used to jam target signals by
constructing similar signals [10]. However, this method has
no strict theoretical basis and cannot guarantee that it is the
optimal jamming method, and too large signal power waste
resources. In addition, the jamming signal is constructed ac-
cording to known modulation schemes, such as binary phase
shift keying (BPSK), quadrature phase shift keying (QPSK),
and 16 quadrature amplitude modulation (16QAM). In some
special circumstances, if the target signal constellation is
distorted [11], the true optimal jamming parameters can-
not be obtained with existing methods. Therefore, the core
problem of the jamming task is as follows: for a power-
limited jammer, how to choose the lowest jamming power,
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and the optimal jamming scheme to achieve the expected
jamming effect.

Aiming at the above problems, this paper proposes
an optimal jamming method for the MQAM signal based
on orthogonal decomposition (OD). The method decom-
poses the MQAM into two PAM signals for analysis and
constructs signals from the in-phase dimension (I-phase)
and orthogonal dimension (Q-phase). The jamming per-
formance is analyzed by combining the symbol error rate
(SER) of the two PAM signals. Then, the particle swarm
optimization algorithm (PSO) is used to solve the optimiza-
tion problem, and finally, the jamming of the MQAM signal
is completed. Compared with existing jamming methods,
the proposed method has a comparable performance and can
achieve better jamming effects under constellation distortion
conditions. In general, the purpose of this paper is to show
that the unconventional jamming scheme proposed in this
paper always has the best jamming performance when di-
rected against MQAM in different environment scenarios.
The contribution of this paper is to overcome the shortage of
existing methods that have few jamming schemes and low
jamming effects in jamming tasks. With the proposed un-
conventional jamming scheme, the jammer in [12] can make
use of the characteristics of trial and error of reinforcement
learning (RL) to select and use the best jamming scheme.

2. Orthogonal Decomposition

For communicators who use the PAM modulation scheme,
the transmitter generates waveforms of different magnitudes
based on the encoded information and the carrier frequency
and then transmits the generated signals via the antenna.
The received signal becomes a low-pass signal after coher-
ent demodulation, and the low-pass equivalent of the signal
[13] has the following form:

s =" \Prsugt—mT) (1)

where Py denotes the power of the transmitted signal at the
receiver, g (t) represents the real pulse waveform, T stands
for symbol period, and s, represents the transmitted mod-
ulation symbol, with a discrete uniform distribution fs(s),
i.e., all possible constellation points are equally likely and
are transmitted with the same probability. Without the loss
of generality, the average energy of g(¢) and modulated sym-
bols E (Ismlz) are normalized to unity.

After the jamming is performed to the communication
signal, the low-pass equivalent of the jamming signal at the
receiver is:

j0 =" Prjng(t—mT) @

where P, denotes the power of the jamming signal at the re-
ceiver and j,, represents the modulated jamming signal with
a discrete uniform distribution f;(s). The jammer can deter-
mine the values of Py and P; by the positioning technique
and the path transmission loss formula [14], and the jammer
can analyze the jamming performance only when the above
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conditions are met. If the above conditions are not satisfied,
then the jammer can only abandon the optimization algo-
rithm and choose the RL method to learn the best jamming
scheme.

Assuming that the receiver and the transmitter are com-
pletely synchronized and that there is a jamming signal in
the transmission channel, after filtering, coherent demod-
ulation, sampling, etc., the received signal waiting for the
decision has the following form:

Prsc+ Prji+nak=1,2,--- (3)

where n; denotes the noise signal with distribution fy(n)
and assumes that the samples of the communication signal
Sk, jamming signal j, and noise signal n; are statistically
independent. In other words, we ignored the influence of
the antenna gains, channel coefficients, multiplicative noise,
amplitude limitation, notch and other factors in the wireless
communication. We will relax this assumption in Sect. 4.5.
The symbol error rate of the signal is calculated with Eq. (4).

M-1
¢=1=mn [ E{fy(r= VProc- VEL)]ar

m=0

re=r(t=kT) =

where 7, indicates the probability that symbol s, is sent and
I, means the corresponding decision area.

For an MQAM signal with M = 2* signal points, which
is equivalent to a PAM signal on two orthogonal carriers,
the I-phase of the PAM signal has X = 2% signal points and
the Q-phase has Y = 2% signal points, where k; + k, = k
and X = Y = M. For common MQAM modulation schemes
such as QPSK, 16QAM, 64QAM, and 256QAM, the I-phase
and Q-phase have the same number of signal points, i.e.,
X =Y. For 8QAM, 32QAM, 128QAM and other modula-
tion schemes, the I-phase and Q-phase have different num-
bers of signal points, i.e., X # Y. Because the two sig-
nal components are orthogonal in phase that can be com-
pletely separated in the demodulator, the symbol error rates
M and ¢ of the two signals can be calculated by Eq. (4),
and jointly determine the symbol error rate ¢ of the MQAM
signal. Superscripts (1) and (2) indicate that the marked pa-
rameters belong to the I-phase and Q-phase, respectively.

(=1-(1-M)(1-¢9) )

Figure 1 shows a block diagram of the modulating and de-
modulating process of the MQAM signals. The generation
and recovery processes of the MQAM signal are performed
independently by the I-phase and Q-phase, where f is the
carrier frequency. The jammer performs jamming to the
above two phases separately, which is beneficial for the rea-
sonable distribution of the jamming power, thereby achiev-
ing more excellent jamming effects.

For the jammer, the value of the jamming power after
demodulation is PJ € [Pj(min), P](max)], PJ(min) and Pj(max)
are the minimum and maximum jamming power, respec-
tively. To achieve the expected symbol error rate {g, it is
necessary to determine the power of the jamming signal and
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Fig.1 Modulation and demodulation process of the MQAM signal.

plan a reasonable allocation of power between the I-phase
and Q-phase. On the one hand, the jamming effect should
meet the jamming demand {g; on the other hand, the jam-
ming power should be as low as possible to avoid interfer-
ence with our communications. The objective function of
the jammer is shown in Eq. (6).

minimize: P(Jl), P(Jz)
subjectto: (> (g
1 2
P; =P+ PP P; e [Psmin, Pimav]

(6)

where P(Jl) and P(jz) are the components of jamming power
in I-phase and Q-phase, respectively. By solving Eq. (6),
the PSO algorithm [14] can be used to optimize the opti-
mal jamming parameters. The PSO algorithm was proposed
by Eberhart in 1995 because of its simple formula, lack of
gradient information, lack of parameters to adjust, and ease
of programming, It has been widely used in many fields,
such as nonlinear programming, vehicle path problems, con-
strained layout optimization, advertising resource optimiza-
tion, multi-objective optimization, automatic target detec-
tion, real-time path planning of robots and other problems.
Figure 2 shows the flow chart for the PSO algorithm, and
the particle updating method is shown in Eq. (7) and Eq. (8).

Vi=wVi_1 + Cyrand(Pbest — pl) + Corand(Gbest — pl)
(7
pl=pul+V; 3

where V; is the current velocity, V,_; is the previous velocity,
w is the inertia weight, C| and C, are the learning factors,
pl is the present location of the particle, pvl is the previous
position of the particle, and rand is the random number be-
tween (0, 1).
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Initialize population with random position and velocity

I

For each position of particle, calculate fitness value

v

If fitness value is better than Pbest (particle best), set
current value as new Pbest

v

Set the best value of Pbest as Gbest (Global best)

v

Calculate particle velocity and update particle position
using equation (7) and (8)

\I/Yes
Q End )
Fig.2  Flow chart for the standard PSO algorithm.

The parameter w employed in Eq. (7) is used to balance
the global detection ability and local search ability of the
PSO algorithm. With a proper w value, the PSO algorithm
can find the global optimal solution.

The OD method considers the communication signal
as a composite signal composed of the I-phase signal and
Q-phase signal. The modulation schemes of the two signals
are in the form of the PAM and may have respective power
and signal points. When analyzing the signal, the two sig-
nals after decomposition are analyzed independently, but the
analysis results of the two signals jointly determine the char-
acteristics of the synthesized signal. The jamming method
based on the OD generates signals from the I-phase and Q-
phase, which constitute a jamming signal. The two phase
signals are separated by coherent demodulation at the re-
ceiver and jam against the [-phase and Q-phase of the target
signal. According to Eq. (5), the symbol error rate caused
by the jamming signal can be calculated.

The advantage of using the OD method lies in its abil-
ity to construct different jamming schemes with various
power allocations. For example, for the conventional QPSK
scheme, its [-phase and Q-phase have the same power, and
the two phases are orthogonal to each other and have the
same amplitude levels. When the ratio of P(Jl) : P(Jz) =5:1
and the amplitude levels of the two phases are 4 and 2, the
modulation scheme of the composite signal is the conven-
tional 8QAM, and the Euclidean distance between neigh-
boring signal points is equal. However, for the jammer who
adopts the proposed OD algorithm, it is not intended to di-
vide the power uniformly or integer times in the I-phase and
Q-phase. If the ratio of the I-phase power to the Q-phase
power belongs to other non-integer values, then an uncon-
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Fig.3  Jamming with constellation distortion signals.

ventional modulation signal will be synthesized at this time,
as shown by the black triangle in Fig. 3.

Taking the communication signal using the 8QAM as
an example, the ideal constellation (shown by a white cir-
cle) is distorted (shown by a black circle) due to noise, con-
tinuous wave interference, carrier suppression, compression
gain, etc. In view of this effect, the optimal jamming signal
constellation (shown by the hexagonal star) without noise
also needs a corresponding change (shown by the triangle)
to achieve the optimal jamming. The new jamming signal
constellation is apparent, whose amplitudes of the points are
no longer equal or in integer multiples but, are closely re-
lated to the distorted constellation, and there are various pos-
sible relationships. When constructing a jamming scheme
with such a special constellation, only the OD method can
be used to obtain the values of the optimal jamming power
of I-phase and Q-phase. The OD method is no longer lim-
ited to the selection of a known jamming scheme, but from
the fundamental factors, namely, the jamming power of the
I-phase and Q-phase, the problem of finding the optimal
jamming scheme is converted to the distribution of jamming
power in the I-phase and Q phase.

3. Optimal Jamming in Different Environments

Due to the difference between jamming environments, the
communication signals in the different states are jammed,
and the optimal jamming methods used are also quite dif-
ferent. The following is an analysis of the optimal jamming
method for the jammer in an AWGN environment, an asyn-
chronous state and a constellation distortion environment.

3.1 Optimal Jamming in AWGN Environment

In a practical wireless channel, most of the noise jamming
can be decomposed into many independent noises, and a
type of noise has a Gaussian distribution that is widely
present in wireless communication channels. For ease of
analysis, this section assumes that the demodulated noise
term is AWGN with mean zero and variance 6% = Np/2, and
the number of signal points for the I-phase and Q-phase of
the MQAM signal are X and Y. After the calculation, the
symbol error rate of the X-ary PAM signal [16] is:
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(1) (1) (1) (1)
JRUTCSRON PN N LN Lt ,/P_T_,/P_f
4X No Ny No No

)

The symbol error rate of the Y-ary PAM signal in the Q-
phase is:

(2) (2) (2) (2)
OISO PN N LY Ll PPN DN N L
4y Ny Ny No No

(10)

The objective function of the jammer is shown in Eq. (11).

minimize: P(Jl), P(Jz)
subject to: (W + P — (W 5 (D > (1)
1 2
P; = P(J) + P(J),PJ € [Pl(min)sPJ(max)]

3.2 Optimal Jamming in the Asynchronous State

In the jamming process, due to the influence of the transmis-
sion delay, noise jamming and other factors, the jamming
signal and the communication signal will be asynchronous
[17], which mainly includes phase asynchronous and time
asynchronous behaviors. When the phase is not synchro-
nized, Eq. (3) has the following form.

re = r(t = kT) = \[Prsi + Py jre™ + ny
k=1,2,--,6 €[0,2n) (12)

where 6; € [0,2n), and its expected value in Eq.(12) is
E (e”’k) = fozn Ok - €%df, = 2/m, which represents the in-
fluence of the phase asynchronous effects on the jamming
power and will lower the impact of jamming at the victim
receiver.

When the time is not synchronized, Eq. (3) changes to:

e = \Pssi +
k=1,2,--,

Pjjkg(t — mT — 7)) + ny
T€[0,7) (13)

where 7 denotes the time offset and E [g(t — mT — 1)] = 1/2.

In other words, influenced by the asynchronous phe-
nomenon between the jamming signal and communication
signal, the effective power of the jamming signal will be at-
tenuated, and the value of the attenuation factor y is shown
in Eq. (14).

(14)

_ |2/, phase asynchronous
Y= 1/2, time asynchronous

At this time, Eq. (9)-Eq. (10) can be written in the form of
Eq. (15)-Eq. (16).

(1) (1) (1) (1)
{(1):(X—1) 0 P_T+ P xy 10 P_T_ P xy
4X No No No No

15)
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(2) (2) (2) (2)
P_T + PJ * 7 + Q P_T — PJ * 7
No No Ny Ny

(16)

The objective function of the jammer is shown in Eq. (17)—
Eq. (18).

minimize: P, P}
subject to:  {V + (P - (W5 [ >
Py =PV + PP P € [Ping, Prman] . 0k € [0,27)
(17)
minimize: P, P}
subject to:  {V + (- (V5[ >
Py =P+ PP P € [Pring, Prman] . 7 € [0,T)
(18)

3.3 Optimal Jamming in a Constellation Distortion Envi-
ronment

Taking the imbalances between the I-phase and Q-phase as
an example [18], it is also assumed that the noise term is
AWGN with a mean of zero and variance 6> = Ny/2, and
the phase between the jamming signal and the communica-
tion signal is completely matched, the constellation of the
communication signal is offset 5"’ to the right, and offset
6@ in the upward direction, according to Eq. (3):

rer(IZkT)Z PTSk+ \/P]jk+6+l’lk
k=12, 6=[6"6?] (19)

At this time, the symbol error rate of the I-phase and Q-
phase is calculated as:

m_ X=-D £ ﬁ ov

&= 4x 0 No * No * No 20
Y -1 /P@) PP 5@

(2) _ T oz

ey {Q( No S\ N TN @h

The objective function of the jammer is shown in Eq. (22).

(1) p2)
P, P,
{(l) + 5(2) — g(l) * §(2) > (e
Py =P+ PP Py € [Pyminy, Prman)], 0=[01, 6]
(22)

minimize:

subject to:

4. Simulations

Taking the communicators who adopt MQAM as an exam-
ple [1]-[3], we assume that Py = 100 W, the noise power
No/2 = 1W [13], P; € [50,300] W and {g = 0.38. To ver-
ify the jamming performance of the OD method, this method
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is compared with the AWGN jamming, 16QAM jamming,
BPSK jamming and jamming bandit learning (JB learning)
algorithms [12]. In the PSO algorithm, we set C; = 2,
C, = 2, and employ a linear strategy for decreasing the iner-
tia weight w [19]. In addition, the particle population is set
to 20, and the number of iterations is set to 30.

4.1 Optimization Parameters

In the jamming tasks, the jammer expects to achieve the
desired jamming effect {g, and at the same time expects
the jamming power to be as low as possible. Therefore,
in Eq. (11), Eq. (17), Eq. (18) and Eq. (22), the objective of
optimization is P(Jl) and P(Jz), and the constraint conditions
are Z > fE and P] S [PJ(min),PJ(max)]' If the optimization
parameters change to —¢ and the restriction conditions are
{ > g and Pjyminy < Py = P(Jl) + P(JZ) < P j(max), the compar-
ison of the two optimization parameters is given in Table 1,
where the unit of power is watts.

It can be seen that with a given (g value, the two
objective functions mentioned above are optimized, and
both results meet the expected jamming effect, where
{15.681, 34.319} represents the jamming power P; = 50 W,
the I-phase jamming power P(Jl) = 15.681 W, and the Q-

phase jamming power P(Jz) = 34.319W. However, for the
latter three objective functions, no matter what the value of
{g is, the jammer will minimize the value of —{ by increas-
ing the jamming power. Although the expected SER is satis-
fied, the requirement of power minimization is not satisfied.
Hence, we employed P(Jl) and P(Jz) as the optimization pa-
rameters.

4.2 Jamming Method in the AWGN Environment

JB is a jamming strategy learning algorithm based on RL.
This algorithm assumes that when the jammer chooses the
jamming power and the jamming scheme to generate the
jamming signal, it can only choose randomly from the
BPSK, QPSK, and AWGN, then learns the optimal jamming
scheme by trial and error. Because the jammer can only
choose from the above three schemes, after many interac-
tions, the optimal jamming scheme can only be one of the
three, which is QPSK. When using TCP/IP as the commu-
nication protocol, the receiver should send acknowledge/no
acknowledge (ACK/NACK) frames to the transmitter as a
response, and sometimes the frames are not encrypted. If a
jammer counts the number of ACK/NACK frames, then the
packet error rate (PER) can be easily calculated, and can be
used to estimate the SER with SER = 1—(1-PER)"#  where
H represents the bit numbers in the frame check sequence.
Therefore, according to the feedback from the receiver, the
optimal jamming scheme is learned.

When the noise belongs to AWGN with a zero mean
and 1 variance, the communicators adopt QPSK and
16QAM for communication. To achieve the expected SER,
the optimal jamming parameters are calculated according to
Eq. (11). The results show that the optimal jamming power
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Table1  Comparison of the different optimization parameters
. . . constellation
Objective functions AWGN phase asynchronous time asynchronous distortion
min(P", P2, s1.£ 24, =025,P, €[ P05 Py ) {50.001, 0} {78.541, 0} {100.001, 0} {15.681, 34.319}
min(P, ) ,5t.¢ > ¢ =0.35,P, € [Py s Prinan ) {58.771, 0} {86.993, 0} {110.764, 0} {33.108, 22.469}
min(P", P?),s1.£ 24, =045,P, €[ P, is Py ) {63.637, 0} {99.961, 0} {127.273, 0} {88.327, 0}
min(—¢),st.& 2 ¢, =0.25,P €[ P in> By ] {80.065, 80.065} {125.912, 125.912} {150, 150} {110.421, 138.623}
min(—¢), 2.8 2 &, =0.35,P, €[ P> By ] {80.065, 80.065} {125.912,125.912} {150, 150} {110.421, 138.623}
min(—¢), 2.8 > ¢, =0.45,P, €[ P> P uan ] {80.065, 80.065} {125.912,125.912} {150, 150} {110.421, 138.623}
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Fig.4 Jamming against the QPSK and 16QAM signals in the AWGN
environment.

for the QPSK signal is 57.314 W, and the jamming scheme
is BPSK. The optimal jamming power for the 16QAM sig-
nal is 10.075W, and the jamming scheme is BPSK. Fig-
ure 4 shows the performance of jamming against QPSK and
16QAM signals in the AWGN environment.

Figure 4(a) shows that when the jamming power is
small, the BPSK signal has the optimal jamming effect.
When the jamming power is large, the JB learning algorithm
learns that QPSK has the optimal jamming effect. Com-
paring the SER curves of the different jamming methods,

it can be found that the OD algorithm always has the opti-
mal jamming effect regardless of the jamming power; that is,
the optimal jamming scheme obtained by OD is consistent
with the method adopted under practical conditions. From
Fig. 4(b), a conclusion similar to Fig. 4(a) can be drawn, i.e.,
when the jamming power is small, the BPSK signal has the
optimal jamming effect, and when the jamming power is
large, QPSK has the optimal jamming effect. The above re-
sults show that the jamming signal similar to the communi-
cation signal does not always have the optimal jamming ef-
fect. Comparing Fig. 4(a) with Fig. 4(b), it can be found that
the optimal jamming scheme for 16QAM is QPSK when the
jamming power is large, but the optimal jamming scheme
for the QPSK signal is not 16QAM, indicating that the jam-
ming relationship between different modulation schemes is
not reciprocal.

4.3 Jamming Method in the Asynchronous State

Due to the non-synchronization between the jamming sig-
nal and the communication signal, the effective jamming
power will have certain attenuation. Therefore, in the simu-
lation process, the value range of the jamming power is set
to [50,300] W, and the demodulated noise parameters are
consistent with Sect.4.1. Figure 5 shows the jamming per-
formance of different jamming methods against the QPSK
signal in an asynchronous state.

It can be seen from Fig.5 that, whether it is a phase
asynchronous or a time asynchronous state, BPSK has the
optimal jamming effect when the jamming power is low, and
when the jamming power is high, the JB learning algorithm
also learns that the QPSK signal has the optimal jamming
effect. In Fig. 5(a), the optimal jamming power is 90.055 W,
and the jamming scheme is BPSK to achieve the expected
jamming effect. In Fig. 5(b), the optimal jamming power is
114.636 W, and the jamming effect is also achieved when
the jamming scheme is BPSK. However, regardless of the
value of the jamming power, the OD method always has the
optimal jamming effect. Comparing Fig. 5(a) with Fig. 5(b),
it can be found that the influence of time synchronization
on the jamming performance is more serious, and the SER
value is lower under the same jamming power conditions.
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Fig.5 Jamming against the QPSK signal in the asynchronous state.

4.4  Jamming Method in the Constellation Distortion En-
vironment

In this section, the imbalances between the I-phase and the
Q-phase of the communication signal are taken as an exam-
ple. The experimental conditions remain unchanged. The
jamming target is still a QPSK signal, and the constellation
offset 6 = [6,6®] = [V6,3 V2] is assumed. Figure 6
shows the effect of jamming against the QPSK signal in a
constellation distortion environment.

To achieve the expected {r = 0.38, the PSO algorithm
is used to obtain the optimization result, that is, the jam-
ming power P; = 59.879 W, the I-phase jamming power
P(Jl) = 36.186 W, and the Q-phase jamming power P(f) =
23.693 W. Comparing the power components of the I-phase
and Q-phase, it can be known that the two are not equal in
value. The jamming signal constructed at this time is not a
QPSK signal. In other words, the optimal jamming signal
is different from the conventional modulation scheme when
the constellation of the communication signal is distorted.
In addition, comparing the jamming effect of various meth-
ods under different jamming powers, the OD method always
has the best jamming effect.
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4.5 Learning the Best Jamming Scheme by Trial and Error

In practical jamming tasks, many factors such as antenna
gains, channel coeflicients, multiplicative noise, amplitude
limitation and notch are unknown and cannot be ignored.
Although unconventional jamming schemes have better per-
formance, they cannot be obtained by optimization, but only
by trial and error. In this section, we apply the proposed
new jamming schemes to [12] and compare the process of
JB learning with conventional and unconventional jamming
schemes. In the simulation, we assume that Pjpin = 10 W
and Pjmax) = 210 W, and the interval [10,210] W is evenly
divided into 21 levels. To construct the unconventional jam-
ming schemes, we divide each level mentioned above into
11 parts, each representing the component of the level in the
I-phase; therefore, there are 21 X 11 = 231 jamming strate-
gies, and 231 interaction times are needed to find the best
strategy. In [12], conventional jamming schemes include
AWGN, BPSK, and QPSK; therefore, there are 21 X 3 = 63
jamming strategies. Figure 7 shows the interaction process.

With conventional jamming schemes, the JB learning
requires 63 interaction times to find the best jamming strat-
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egy, that is, P; = 70W, and the best jamming scheme
is QPSK. With unconventional jamming schemes, the JB
learning requires 231 interaction times to find the best jam-
ming strategy, that is, P; = 60 W, the I-phase jamming
power P(Jl) = 36 W, and the Q-phase jamming power P(Jz) =
24 W. That is to say, the JB learning algorithm using the un-
conventional jamming scheme requires less jamming power
on the premise that the expected jamming effect is satisfied.
Because the latter requires more interaction times, the num-
ber of successful jamming times is less than the former in
300 interactions. Moreover, how to reduce the number of
interactions required in the learning process has become the
focus of our next research project.

5. Conclusion

In this paper, an optimal jamming method for MQAM sig-
nals based on orthogonal decomposition is proposed. The
OD method is used to divide the MQAM signal into two in-
dependent PAM signals for analysis. Additionally, the jam-
ming signals are constructed from the I-phase and Q-phase
to ensure that the jamming power is properly distributed be-
tween the two jamming signals, thereby improving the uti-
lization of the jamming power and achieving better jamming
effects with the same power. The simulation results show
that when the jammer ideally knows the received power
at the receiver, the OD method is consistent with the jam-
ming effect of the existing methods in the AWGN environ-
ment and asynchronous state. In the case of the distortion
of the communication signal constellation, the OD method
achieves better jamming effects than the existing jamming
methods. Moreover, the constructed unconventional jam-
ming scheme can be employed in reinforcement learning
methods that learn the best jamming scheme by interacting
with the environment without accurately knowing the pa-
rameters of the environment and communication.
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