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PAPER
Participating-Domain Segmentation Based Server Selection Scheme
for Real-Time Interactive Communication

Akio KAWABATA†a), Member, Bijoy CHAND CHATTERJEE††, Nonmember, and Eiji OKI†††, Fellow

SUMMARY This paper proposes an efficient server selection scheme in
successive participation scenario with participating-domain segmentation.
The scheme is utilized by distributed processing systems for real-time inter-
active communication to suppress the communication latency of awide-area
network. In the proposed scheme, users participate for server selection one
after another. The proposed scheme determines a recommended server,
and a new user selects the recommended server first. Before each user
participates, the recommended servers are determined assuming that users
exist in the considered regions. A recommended server is determined for
each divided region to minimize the latency. The new user selects the
recommended available server, where the user is located. We formulate
an integer linear programming problem to determine the recommended
servers. Numerical results indicate that, at the cost additional computation,
the proposed scheme offers smaller latency than the conventional scheme.
We investigate different policies to divide the users’ participation for the
recommended server finding process in the proposed scheme.
key words: real-time application, distributed processing, edge computing,
successive participation, domain partitioning

1. Introduction

Network function virtualization (NFV) [1], [2] affords nu-
merous functions on servers in cloud computing services.
In cloud services [3], various applications are served by us-
ing virtualization techniques; these applications also include
those that are conventionally processed at on-premise envi-
ronments or home-network. These applications suffer from
large latency caused by wide-area networks (WANs). Real-
time interactive applications that need latency values of less
than several tens of milliseconds, namely network games,
telephone services, and music sessions through networks.
In addition, these applications are usually needed to be pro-
cessed the events under the conditions that the event order
follows the occurrence order.

Centralized and distributed processing techniques [4]
are used in a WAN to manage real-time interactive appli-
cations. Centralized approaches, where applications are
worked in a centralized server, may incur latency values
that cannot be tolerated by latency-sensitive applications.
To overcome the problem of centralized approaches, edge
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computing approaches [5] perform the applications in a dis-
tributed manner, where each user accesses its nearest ap-
propriate server. These technologies are effective for center-
client type communication in which a part of the center func-
tion can be deployed at the edge, but may be not effective
for communication among multiple locations. Therefore,
real-time applications working at edges distributed inWANs
require a technology to suppress communication latencies
among multiple locations.

To suppress the latencies, the works in [6]–[8] intro-
duced a server selection scheme based on the edge com-
puting approach, where each application is worked at its
nearest appropriate server. The server selection problem is
NP-complete [9]; it is unmanageable when a large number
of users participate for server selection simultaneously.

In the communication approach [6]–[8], all events are
processed at the actual occurrence order on the distributed
servers. Users choose one of the servers amongmultiple dis-
tributed servers. The processed data is multicasted to other
distributed servers for synchronization. In this communi-
cation approach, a virtual time is introduced, which adds
the correction time to the current time T for reproducing
the occurrence order. As shown in Fig. 1, the time of each
event at the server is modified as the corresponding virtual
time to replicate the terminal event occurrence order at the
actual time. The latency between user p and the selected
server is defined Dp , and the maximum value of Dp over all
users is defined Dmax

U . All events are considered to arrive
at any server after Dmax

U . The event of each user is pro-

Fig. 1 Example of correction of events in servers using virtual time.
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Fig. 2 Examples of server selection in simultaneous and successive participation scenarios.

cessed after Dmax
U − Dp at the arrival time and is processed

on the distributed servers at the virtual time of Dmax
U . The

processed data at each server must be synchronized between
distributed servers. The maximum value of latencies over
all server-server pairs is defined Dmax

S . A server that re-
ceives the data from another server processes it after at most
Dmax

S . Thus, all events of users on all servers are replicated,
in the event occurrence order, at the virtual time after at
most Dmax

S + Dmax
U . The virtual time at the server is iden-

tical to at most T + Dmax
S + Dmax

U . The virtual time at the
user is identical to at most T + 2Dmax

S + Dmax
U by adding

Dmax
U to T + Dmax

S + Dmax
U . The value of correction time is

2Dmax
S + Dmax

U , as the time difference between current time
and virtual time. In this paper, we define the correction time
as latency, which is 2Dmax

U + Dmax
S .

The work in [10], [11] introduced a server selection
scheme according to the segmentation of users’ domain. In
the server selection scheme, the users’ participation domain
is divided into several regions to diminish the computational
time for resolving the problem of server selection. The ap-
proach suppresses the computation time in the simultaneous
participating scenario [7].

In the successive participation scenario presented in [7],
a set of users participates sequentially at various times during
processing applications. If a participated user changes its se-
lected server to another one, it may interrupt the application
at the user. Therefore, it is desirable when a set of new users
joins, the participated users should not change the selected
servers. A new user selects either a server that is selected
by at least a user or a server that is not selected by any user.
Therefore, any other approach than a greedy approach is not
acceptable for the server selection at the successive partici-
pation scenario. This is because, if we adopt a non-greedy
approach, the the user who has participated may change the
selected server. The work in [7] introduced the server se-
lection scheme; when a set of users participates, they select
the best servers to minimize the latency while keeping that
participated users do not change the selected servers, which
avoids interrupting the application that is being executed.

The latency considering successive users’ participation

[7] is typically larger than that of the simultaneous partic-
ipation, because of the nature of greedy approach. In the
sever selection problem [7], the objective is to minimize the
latency. Figure 2 shows each example of server selection of
the simultaneous and successive scenarios. The latency is
obtained by 2Dmax

S +Dmax
U . At the simultaneous participation

shown in Fig. 2(a), user 1 selects server A, and users 2 and
3 select server B; the latency is 2 × 10 + 10 = 30. Since all
users select the servers at the same time, each of them selects
the optimal server to minimize the latency at the condition
that all users participate simultaneously. At the successive
participation shown in Fig. 2(b), users 1, 2, and 3 participate
sequentially. First, user 1 selects server B, where the latency
is 2× 2 = 4; no latency between any two servers is included.
Second, user 2 also selects server A, which minimizes the
latency at this time, where the latency is 2 × 12 = 24. If
user 2 selects server B, the latency is 2× 8+ 10 = 26. Thus,
server B is not selected by user 2. Then, user 3 selects
server B; the latency is 2×12+10 = 34, which is larger than
that of the simultaneous participation scenario. Note that the
latency in the successive participation scenario depends on
the participation order. The reason of latency degradation of
successive participation scenario is that user 2 cannot select
the server considering user 3. If it is known that user 3 will
participate, user 2 selects the server B to minimize the la-
tency. This is because, in the case of successive participation
scenario, the user can not select the server considering future
participating users.

To overcome the issue of latency degradation using the
successive participating scenario [7], this paper proposes a
server selection scheme. The proposed scheme applies the
basic idea of participating-domain segmentation approach
[10], [11], which is used for the simultaneous participating,
for the successive participating scenario. A recommended
server is introduced and a new user selects the recommended
server first. Recommended servers are determined in ad-
vance at the condition that users exist in the considered re-
gions. A recommended server is determined for each divided
region to minimize the latency when there exists one user at
each region. The new user selects the recommended avail-
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Fig. 3 Process of proposed scheme at case of Fig. 2.

able server, where the user is located. Figure 3 shows the
process of this scheme at the case of Fig. 2. An integer linear
programming (ILP) problem is formulated to determine the
recommended servers for the proposed scheme.

For the recommended server determining process, we
investigate two types of domain partitioning policies. The
first policy divides equally the users’ domain into regions.
The second policy divides equally the users’ domain into
the regions in which users exist, but excludes those in which
users do not exist. We evaluate the proposed scheme in terms
of latency and computation time under the condition that the
same users participate in different orders and comparing it to
the greedy based server selection scheme [7]. The numeri-
cal results indicate that smaller latency is obtained using the
proposed scheme compared to the conventional greedy based
server selection scheme, by employing additional computa-
tions for finding the recommended servers before participat-
ing of users. We observe that the proposed scheme with
second policy suppresses more latency than that of the first
policy.

This paper is an extended version of [12] with vari-
ous additions, which are mainly described as follows. We
provide the related works on distributed system for guaran-
teeing event occurrence order, low latency processing system
for network application, and the optimization and approxi-
mate algorithms of server selection problems. We employ
two different type of policies at the server finding process,
and evaluate latency characteristics.

We discuss the structure of the paper as follows. Sec-
tion 2 provides the related works on distributed systems.
Section 3 outlines the conventional successive participation
method. The proposed scheme is presented in Sect. 4. We
evaluate the proposed scheme in Sect. 5 in terms of latency
and computational time. Ultimately, Sect. 6 provides con-
clusions.

2. Related Work

First, we describe related works of the distributed systems
and communication scheme considered in this paper. The
application that runs at different distributed servers processes
the events by guaranteeing the event occurrence order. Sev-
eral works have been studied to guarantee the event occur-
rence order. To guarantee the actual event occurrence order,
conventional techniques are typically divided into two major
categories, namely (i) conservative synchronization and (ii)
optimistic synchronization [13]. In conservative synchro-
nization [14], the event order occurrence is guaranteed by
assigning the time information to the event. An example
of conservative synchronization is the terminal processing
approach. In contrast, the approach of optimistic synchro-
nization does not require to maintain the correct order of
events in advance. If the processing function receives a past
event, it assurances the event order by rolling back the status
and adjusts its outcome.

To reproduce the event order, we typically use the causal
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ordering and total ordering methods. The causal ordering
[15] assigns a timestamp to event to guarantee the event
occurrence order. In contrast, the total ordering [16] is exe-
cuted at the condition that the same events are processed in
the same order at all servers. The latency-sensitive approach
[7] is based on the conservative synchronization algorithm
and total ordering.

In the context of placement optimization of distributed
systems, the server selection problem that minimizes laten-
cies has been studied as the controller placement problem
in software-defined networks (SDNs). The work in [17] ad-
dressed a specific question on a given topology and investi-
gated the number of required controllers and their placement.
The authors examined the fundamental limits to control plane
propagation latency on future Internet deployment, and then
increase the scope to over 100 openly existing WAN topolo-
gies. To estimate the average and worst latencies due to
server placement and the number of servers, no placement
rule that applies to every network appears when the con-
troller performs distributed processing with multiple servers
[17]. The work in [18] presented a server selection, con-
figuration, reconfiguration, and automatic performance ver-
ification technology to satisfy the user functional and per-
formance requirements on several types of cloud computing
servers.

To reduce the computational time for the server selec-
tion problem [7], the work in [19] introduced approximate
algorithms at the situation that users select the nearest server,
and hence it achieves better scalability compared to the work
introduced in [7]. Better scalability is achieved in [19] con-
trasted to the ILP approach for server selection presented
in the simultaneous participation method [6]–[8]. It is ob-
served that the latency using the approximate algorithms in
[19] increases as the users’ domain becomes large. To ad-
dress the disadvantage of server selection presented in [19],
the work in [10], [11] introduced a server selection scheme
according to the segmentation of users’ domain.

Considering the low latency processing system for net-
work application, the edge computing [5], [20] has been
considered to improve the latency characteristic by process-
ing applications on the servers located near the user. The
works in [21], [22] presented two algorithms to suppress the
latency variation for client-server and peer-to-peer architec-
tures. Recent research has observed that, when edge com-
puting is incorporated, the performances are improved 20-70
percent compared to the standard web engine [23]. On the
other hand, the decentralized approaches require synchro-
nization between servers in the network, which introduce an
additional latency.

The research of distributed systems ensuring event oc-
currence order are mainly focused on the processing of event
ordering guarantee; it does not focus on end-to-end latency
for communication services and cloud applications [13]–
[15]. The research of suppressing end-to-end latency using
edge computing is focused on client-server type communica-
tion, such as web service [5], [20], [23]. This work is difficult
to apply for applications with undirected communication in

multiple users. The research of the optimal server selection
at SDN controller allocation focuses on the latency between
the controller and target devices [17], [18]. This work is not
adopted for suppressing the end-to-end latency among the
multiple users.

Distributed processing systems typically use greedy
based approaches. Taking this direction, thework in [24] pre-
sented an algorithm in a heterogeneous environment, which
allocates resources using shorter scheduling time. To reduce
the scheduling time, the work in [24] adopted an approach
that divides jobs into task clusters according to resource
properties and requirements. In multi-agent task assignment
problems, such as satellite-location assignment in distributed
space systems, it is difficult to deploy a centralized coordi-
nator that can access the global information of all tasks and
communicates among all agents. To overcome the problem
of multi-agent task assignment, the work in [25]. presented
an efficient algorithm that can be implemented distributively
and asynchronously, which means that there is no central-
ized coordinator and each agent chooses its task using only
local information and local communication based on its own
time-clock. These studies are an effective way to improve
efficiency by solving complex problems locally, but they do
not suppress the error of the value obtained as an objective
function associated with the greedy manner.

In this paper, we attempt to improve the performance
of greedy manner by suppressing errors of the objective
function.

3. Conventional Scheme

Thework in [7] introduced the following greedy based server
selection scheme, where users participate sequentially with-
out interrupting participated users. The presented scheme
assumes that users participate sequentially while processing
the application.

The presented scheme in [7] models the network as
undirected graph G(V, E), where V and E, respectively, are
the sets of nodes and undirected links. The set of all users is
represented by VU ⊆ V , and a user is symbolized by p ∈ VU.
The set of servers is represented by VS ⊆ V , and a server
is symbolized by i ∈ VS. VU ∪ VS = V since a node is
either a server or a user, and VU ∩ VS = ∅ since there is
no node that is both a user and a server. The set of links
between user and server is represented by EU ⊆ E, and a
link between user p ∈ VU and server i ∈ VS is symbolized
by (p, i) ∈ EU. (p, i) ∈ EU exists between all users p ∈ VU
and all servers i ∈ VS. (p, i) ∈ EU is a logical link, which is
established by using a set of physical links such as wired or
wireless ones. The existence of (p, i) ∈ EU means that user
p ∈ VU is able to access server i ∈ VS logically. The set of
links between server and server is represented by ES ⊆ E,
and a link between server i and server j is symbolized by
(i, j) ∈ ES. (i, j) ∈ ES exists between all servers i ∈ VS
and all servers j ∈ VS (i , j). (i, j) ∈ ES is a logical link,
which is established by using a set of physical links such as
wired or wireless ones. The existence of (i, j) ∈ ES means
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that servers i ∈ VS and j ∈ VS(i , j) is able to be connected
logically. EU ∪ ES = E since a link is either a server-server
or a user-server link, and EU ∩ ES = ∅ since there is no link
that is both a link among servers and a link between user and
server.

The set of nodes representing the participated users is
symbolized byV 1

U . V 2
U denotes a set of nodes that express the

newly participating users. E1
U represents a set of used links

between users and the server. The set of links connecting
new users to the servers is symbolized by E2

U. In this setting,
we consider the following. (i) A user is either in V 1

U or V 2
U .

(ii) A link is either in E1
U or E2

U. Considering (i) and (ii), we
deduce that V 1

U ∪ V 2
U = VU, E1

U ∪ E2
U = EU, V 1

U ∩ V 2
U = ∅,

E1
U ∩ E2

U = ∅.
dpi represents latency of the link between user p ∈ VU

and server i ∈ VS. Dmax
U expresses the maximum value of

dpi over the selected links. di j denotes latency of the link
between server i ∈ VS and server j ∈ VS. Dmax

S represents the
maximum value of di j over the selected links. Mi denotes
the maximum number of users that is allowed to belong to
server i ∈ VS. xkl denotes a binary variable for (k, l) ∈ ES,
where xkl = 1 if (k, l) is used, and xkl = 0 otherwise. yi is
a binary variable for i ∈ VS, where yi = 1 if server i is used,
and yi = 0 otherwise. xkl = 1 if yk = 1 and yl = 1, and
xkl = 0 otherwise. In other words, yk · yl = xkl is satisfied.

xgiven
pi represents the value of xpi for link (p, i) ∈ E1

U
between user p ∈ V 1

U and server i ∈ VS, which is a given
parameter. The value yi is determined by whether a partici-
pated user is connected to server i ∈ V 1

S , and is symbolized
by y

given
i . For i ∈ V 2

S , y
given
i is defined as ygiven

i = 0, since
the considered servers are inactive. In the following, an ILP
is formulated as the server selection problem for successive
participation scenario.

Objective min(2Dmax
U + Dmax

S ) (1a)

s.t.
∑
i∈VS

xpi = 1,∀p ∈ V 2
U (1b)

xpi ≥ xgiven
pi ,∀(p, i) ∈ E1

U (1c)

yi ≥ y
given
i ,∀i ∈ VS (1d)∑

p∈VU

xpi ≤ Mi,∀i ∈ VS (1e)

xpidpi ≤ Dmax
U ,∀(p, i) ∈ EU (1f)

xi jdi j ≤ Dmax
S ,∀(i, j) ∈ ES (1g)

yi ≥ xpi,∀p ∈ VU, i ∈ VS (1h)
yi + yj − 1 ≤ xi j,∀(i, j) ∈ ES (1i)
xi j ≤ yi,∀i ∈ VS, (i. j) ∈ ES (1j)
xi j ≤ yj,∀ j ∈ VS, (i, j) ∈ ES (1k)
xi j ∈ {0, 1},∀(i, j) ∈ ES ∪ EU (1l)
yi ∈ {0, 1},∀i ∈ VS (1m)

Dmax
U , Dmax

S , xpi , xi j , and yi are used as decision vari-
ables. Mi , ygiven

i , dpi , xgiven
pi , and di j are used as given

parameters. Equation (1a) expresses that the objective func-
tion to minimize the latency. Equation (1b) represents that
one link is used between a new user and a server. Equa-
tion (1c) represents that xpi = 1 of selected link at partici-
pated users and xpi = 0 of non-selected link at participated
users. Equation (1d) represents that yi = 1 of selected link at
participated users and yi = 0 of non-selected link at partici-
pated users. Equation (1e) represents that the sum of number
of participated users and new users that belongs to server i
does not exceed Mi . Equation (1f) represents that the maxi-
mum value of dpi for all selected (p, i) ∈ EU does not exceed
Dmax

U . Equation (1g) represents that the maximum value of
di j for all selected (i, j) ∈ ES does not exceed Dmax

S . Equa-
tion (1h) represents that server i is used, yi = 1, if it is used
by at least one user. Equations (1i)–(1j) indicate yk · yl = xkl
and yk · yl = xkl in the linear model. Equations (1l)–(1m)
represents that xi j and yi are binary variables.

The successive participation scheme is explained in the
following.

• Step 1:

– Initialization, VU = 0, EU = 0.

• Step 2:

– Participation of a set of new usersV 2
U , and generate

E2
U form V 2

U .

• Step 3:

– Solve the optimization problem constructed in
(1a)–(1l).

• Step 4:

– The value of xkl for considered user is substituted
with xgiven

kl
.

– The value of yi for considered user is substituted
with ygiven

i .
– V 1

U ← V 1
U ∪ V 2

U
– E1

U ← E1
U ∪ E2

U
– Go to Step 2.

4. Proposed Scheme

4.1 Overview

We already noticed that the latency using the successive
participation method is higher than that of the simultaneous
participation method [7]. The proposed scheme aims to
suppress the latency of the successive participation method
introduced in [7] by dividing the users’ domain. Since it
divides the users’ domain into several regions and determines
the recommended server for each region in advance, the
latency and the server for each user are decided considering
the recommended server as long as it is available.

The proposed scheme involves two phases, which are
(i) recommended server finding process and (ii) sever de-
cision process. It requires less amount of computing time
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as the recommended server finding process is limited by
restricting the searching space; the proposed scheme con-
siders approximation for server selection. We assume that
one user exists in each region in the recommended server
finding process. This assumption is according to the condi-
tion that users exist in the considered regions in the users’
domain. The selected servers in each region are treated as
the recommended server for the server decision process. The
server decision process considers the outcomes of the recom-
mended server finding process as inputs. Lastly, the server
decision process decides the selected server for each user
considering the recommended server during successive user
participation and estimates latency. In the server decision
process, it is necessary to consider that the new user cannot
select the recommended server when the number of accom-
modated users of the recommended server crosses its limit.
In that situation, the user selects the server that minimizes
the latency without considering the recommended server.

In summary, a recommended server is decided by the
first phase of the proposed scheme before user participa-
tion, and the second phase the proposed scheme selects
which server is used by each user considering the recom-
mended server. We discuss the ILP formulations for the
recommended server finding process followed by the server
decision process in the following subsections.

4.2 Network Model

Wemodel the network as undirected graphG′(V ′, E ′), where
V ′ and E ′, respectively, represent the sets of nodes and non-
directional links. The set of servers is represented by VS ⊆
V ′, and a server is symbolized by i ∈ VS. The set of regions
is represented by VR ⊆ V ′, and a region is symbolized by
m ∈ VR. VR ∪ VS = V ′ since a node is either a region or a
server, and VR ∩ VS = ∅ since there is no node that is both a
user and a server. The set of links between region and server
is represented by ER ⊆ E ′, and a link between region m ∈ VR
and server i ∈ VS is symbolized by (m, i) ∈ ER. (m, i) ∈ ER
exists between regions m ∈ VR and server i ∈ VS. The set of
links among servers is represented by ES ⊆ E ′, and a link
between server i ∈ VS and server j ∈ VS is symbolized by
(i, j) ∈ ES. A region is permitted to choose one or more
servers. ER ∪ ES = E ′ is satisfied since a link is either a
region-server or server-server link, and ER ∩ ES = ∅ since
there is no link that is both a link among servers and a link
between user and a server.

4.3 Recommended Server Finding Process

We discuss the recommended server finding process of the
proposed scheme in this subsection. As the users’ domain is
divided into several regions, each region has only one user
and the user in each region can select any server. We adopt
these conditions as the simplest model with which users exist
in the considered regions; the recommended server finding
process is executed before user participating. We formulate
an ILP problem for the recommended server finding process

to achieve our goal as follows.
We consider the same notations used in Sect. 3, unless

stated otherwise. d ′mi represents the latency between m ∈ VR
and server i ∈ VS. d ′i j expresses the latency between server
i ∈ VS and j ∈ VS. The maximum values of d ′mi over
participated (m, i) ∈ ER and d ′i j over used (i, j) ∈ ES are
represented by Dmax

R and Dmax
S , respectively. x ′

xl
is a binary

variable for (k, l) ∈ E ′, where x ′
kl
= 1 if (k, l) is used, and

x ′
kl
= 0 otherwise. x ′

kl
= 1 if yk = 1 and yl = 1, and x ′

kl
= 0

otherwise. Videlicet, yk · yl = x ′
kl
is satisfied.

Objective min {(2Dmax
R + Dmax

S )

+α(
∑

(m,i)∈ER

x ′mid
′
mi)} (2a)

s.t.
∑
i∈VS

x ′mi = 1,∀m ∈ VR (2b)∑
m∈VR

x ′mi ≤ Mi,∀i ∈ VS (2c)

x ′mid
′
mi ≤ Dmax

R ,∀(m, i) ∈ ER (2d)
x ′i jd

′
i j ≤ Dmax

S ,∀(i, j) ∈ ES (2e)
yi ≥ x ′mi,∀m ∈ VR, i ∈ VS (2f)
yi + yj − 1 ≤ xi j,∀(i, j) ∈ ES (2g)
x ′i j ≤ yi, (i, j) ∈ ES (2h)
x ′i j ≤ yj, (i, j) ∈ ES (2i)
x ′uv ∈ {0, 1},∀(u, v) ∈ E ′ (2j)
yi ∈ {0, 1},∀i ∈ VS (2k)

The decision variables are Dmax
R , Dmax

S , x ′mi , x ′i j , and
yi . The given parameters are d ′mi , d ′i j , and Mi . Equa-
tion (2a) expresses that the first objective function is the
latency at the communication scheme assumed in [7] and
the second object function is the sum of latency of all
users. The weight of the second term in (2a) is expressed
by α that is a constant. To satisfy the constraint, which
is (2Dmax

R + Dmax
S ) � α

∑
(m,i)∈ER x ′mid

′
mi , the network de-

signer adjusts the parameter of α. In other words, α is an
adjustable parameter that can be used to set the first and
second terms of (2a) as primary and secondary objective
functions, respectively.

One link, (m, i) ∈ ER, is used between a region-server
pair is expressed by (2b). Equation (2c) states that the sum
of number of used link that belongs to server i does not
exceed Mi . Equation (2d) states that the maximum value
of d ′mi for all selected (m, i) ∈ ER does not exceed Dmax

R .
Equation (2e) represents that the maximum value of d ′i j for
all selected (i, j) ∈ ES does not exceed Dmax

S . Equation (2f)
represents that server i is used, yi = 1, if it is used by at least
one region. Equations (2g)–(2i) indicate yk · yl = x ′

kl
and

yk · yl = x ′
kl
in the linear model. Equations (2j)–(2k) states

that x ′mi , and yi are binary variables.
For the sake of simplicity, the latency between a region

and a server is considered as proportional to the length be-
tween the server and the region. Note that, the proposed
scheme is still valid by defining the latency between a re-
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gion and a server as a function of locations of them, even
if this assumption is not maintained. In this paper, we use
conservative approximation [26] to determine the length be-
tween the region and the server; the location of the region is
decided regardless of the number of users and their partici-
pation location.

d ′mi represents the distance between region m ∈ VR and
server i ∈ VS. d ′mi is considered as the distance between
server i and the furthermost point of region m ∈ VR, which is
shown in Fig. 4. r i andQm represent, respectively, a position
vector of server i and the set of position q whose tip position
is situated at region m ∈ VR. The distance between q and
r i is represented by |q − r i |. The furthermost distance from
region m ∈ VR to server i is stated in (3).

d ′mi = max
q∈Qm

|q − r i |. (3)

4.4 Server Decision Process

The server decision process determines the server that is
selected by each user, and the latency is obtained. The
recommended sever finding process indicates that the rec-
ommended server of region m is server i when x ′mi=1. If
the total number of new users and participated users who
select server i is less than or equal to Mi , new users select
recommended server i. Otherwise, it is necessary to solve
the ILP problem in (1a)–(1m). The procedure for the server
decision process is given in the following.

• Step 1-1:

– Dividing the predetermined users’ domain into
multiple regions.

• Step 1-2:

– Solve the ILP problem for the recommended server
finding process formulated in (2a)–(2k).

– Decide the recommended servers for each region.

• Step 2-1:

– Initialization, VU = 0, EU = 0.

• Step 2-2:

– Participation of a set of new usersV 2
U , and generate

E2
U form V 2

U .
– Determine the region where new users p ∈ V 2

U

Fig. 4 Distance between server i and region m.

located and the recommended server i ∈ VS.
– If the total number of new users and participated
users who select server i does not exceed Mi , new
users select server i.

– If the total number of new users and participated
users who select server i is larger than Mi , the ILP
problem formulated in (1a)–(1m) is solved.

• Step 2-3:

– The value of xpi for considered user is substituted
with xgiven

pi .
– V 1

U ← V 1
U ∪ V 2

U .
– E1

U ← E1
U ∪ E2

U.
– Go to Step 2-2.

In Step 2-2, if only one new user participates, there is no
need to solve the ILP problem formulated in (2a)–(2k); the
server decision process selects the server among all useful
servers, which causes the minimum latency.

5. Evaluation

We assess the performance of the proposed scheme in terms
of latency and computation time. The outcomes of the pro-
posed scheme are compared with the conventional scheme.
We assume the following conditions for evaluation. The la-
tency is considered to be proportionate with the distance of
transmission. In advance, we estimate the latency between
server-to-server and user-to-server. The latency for process-
ing at server is ignored. We solve the ILP model using
Solving Constraint Integer Programs (SCIP) [27]; the com-
puter configured with Intel(R) Core(TM) i7-4790 3.60GHz
8 core and 32GB memory is used to solve the ILP models.

We assume that the servers are located in Kanto-area of
JPN48 model [28] shown in Fig. 5. We assume that 1000,
500, 200, 100, 50, 30, and 10 users are uniformly distributed
in the Kanto-area, which are shown in Figs. 6. The users
at Figs. 6(b)–6(g) are randomly selected from the users at
Fig. 6(a). Each user can connect all servers directly, and all

Fig. 5 Server locations of Kanto-area of JPN48 model.
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Fig. 6 Uses location patterns of Kanto-area of JPN48 model.

servers logically connect with each other at shortest routes
with the physical links. For example, the servers in Tokyo
and Maebashi are logically connected via Omiya, using the
Tokyo-Omiya physical link and the Omiya-Maebashi physi-
cal link.

In the horizontal axis, the considered longitude from
139 to 140.5 corresponds to 150 km, which is equivalent
to 0.75 [ms] of latency. In the vertical axis, the considered
latitude from 35.2 to 36.8 corresponds to 150 km, which is
equivalent to 0.75 [ms] of latency. The distance between a
user-server pair is considered as the linear distance on the
coordinatemultiplied by 1.6 for the effect of latency in access
or wireless networks.

Fig. 7 Partition patterns of the users’ domain in the proposed scheme.

Fig. 8 Latencies using proposed and conventional schemes with different
participation orders of 1000 users in each scenario.

We consider that the users’ domain is equally divided
into 16, 64 and 256 square regions, shown in Fig. 7. In this
evaluation, we consider α=1 × 10−9, |VR | = 16, 64 or 256,
|VS |=8, |VU |=10, 20, 50, 100, 200, 500 and 1000, |ER | =
128, 512 and 2048, |ES |=56, and |EU |=80, 160, 400, 800,
1600, 4000 and 8000. We assume that there is no capacity
restriction of users at the server, the value of Mi in all servers
are set to the number of users, unless otherwise stated. We
evaluate each scheme with 100 different participating order
patterns at the same users, shown in Figs. 6(a)–6(g). New
users participate one by one and select the server using the
conventional method or the proposed method every time.

We employ two different types of domain partitioning
polices for the server finding process. The first policy di-
vides equally the users’ domain into regions. The second
policy divides equally the users’ domain into the regions in
which users participate, but excludes those where users do
not participate.

Figure 8 shows the latencies using the proposed and
conventional schemes when 1000 users participate with 100
different participating orders; the same users are consid-
ered for each pattern. The latencies using the conventional
scheme with different participating orders fluctuate as the
conventional scheme tends to select a near server. In our
examined all partition patterns, the latencies of the proposed
scheme do not fluctuate depending of the user participating
order. Table 1 shows the standard deviation of the conven-
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Fig. 9 Latencies using proposed and conventional schemes with 100 different participating orders.

Table 1 Standard deviation for each pattern using different schemes.
Number of users Conventional Number of partitions in proposed

16 64 256
1000 0.12 0.00 0.00 0.00
500 0.12 0.00 0.00 0.00
200 0.13 0.00 0.00 0.00
100 0.09 0.00 0.00 0.00
50 0.14 0.00 0.00 0.00
20 0.12 0.00 0.00 0.00
10 0.09 0.00 0.00 0.00

tional scheme and the proposed scheme, respectively. These
results indicate that the proposed schemeovercomes the issue
of the conventional scheme in which the latency fluctuates
due to the participating order of users.

Figure 9 shows the latencies using the proposed and
conventional schemes with 100 different participating orders
at 10–1000 users that shown in Fig. 6. The latencies of the
conventional scheme show maximum and minimum values
out of 100 different participation order results. The latencies
of the proposed scheme are the same results for all 100
different participation orders. These results indicate that the
latencies of the proposed scheme are improved compared to
that of the conventional scheme in each number of users.
In the proposed scheme, the latencies of the second policy
becomes lower than that of the first policy as the number of
users becomes smaller.

In the successive participation scenario, the lower
bound of the latency is obtained by solving the sever se-
lection problem in the simultaneous participation scenario.
The latency of successive participation scenario must not be
lower than that of the simultaneous participation scenario,
where all the users participate simultaneously and the opti-
mization problem is solved only one time.

The proposed scheme suppresses the fluctuation of la-
tency and provides better latency performance, compared to
the conventional scheme; the latencies obtained by the pro-
posed scheme with the second policy are close to the lower

Fig. 10 Dependency of improved latency between two policies on the
rate of the regions where users exist.

bound of the latency. The value of latency reduction is about
0.5 ms, which is equivalent to transmission latency with 100
km at an optical fiber. For a network service provider, the
latency reduction of 0.5 ms is equivalent to extending the
service providing area to about 100 km far without service
degradation. If the users’ domain is more larger, the effect
of reduction can be also more larger.

The conventional scheme sometimes achieves smaller
latency than the proposed scheme. This is due to (i) the
difference between the distance of an actual server and a
user and the (ii) distance of a corresponding region and a
server. The distance difference may lead to the misselection
of servers. It is expected that the latency can be suppressed
by dividing the users’ domain into more finer regions and
determine the recommended servers using the second policy.
Addressing this issue is left as part of our future work.

The difference between the second policy and the first
policy is whether to determine recommended servers in con-
sideration of regions that has no user. To analyze the differ-
ence of the two policies, we compare the latencies between
the two policies depending on the number of regions that
have no user. Figure 10 shows the dependency of improved
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latencies between two policies on the rate of the regions
where user exists. The ratio of regions on the horizontal axis
is indicated as the ratio of the number of regions without any
user to the number of regions for the entire domain. The
improved latency on the vertical axis is indicated as the time
that the latency with the second policy improved from the
first policy. From the results of Fig. 10, the latency improve-
ment effect of the second policy increases as the number of
regions that have no user increases. These results indicate
that the regions with no user negatively affect the selection
of suitable servers, which leads to selecting servers inappro-
priately and increasing the latency. As shown in Fig. 11, the
inappropriate server selection may negatively affect the rec-
ommended server finding process. The recommended server
of the region with user 2 is server B in the first policy. The
recommended server of the region with user 2 is server A
in the second policy. In the second policy, the region with
user 2 select server A, if the region with user 1 has selects
server A. In the first policy, the region with user 2 selects
server B, since the recommended servers are selected by
considering that users exist all regions.

Figure 12 shows the maximum and minimum latencies
of 100 users using the proposed and conventional schemes
with 100 different participating orders, when Mi is limited.
The maximum and latencies are presented by the right and
left bars for each condition, respectively. The lower bound
of the latency, which is obtained in the same way as that pre-
sented in Fig. 10, is also depicted in Fig. 12 as a reference.
If the total number of new users and participated users who
select server i is less than or equal to Mi , the new users select
the recommended server. Otherwise, each new user selects
the server that is determined by the ILP problem formulated
in (1a)–(1m). Mi is set to the the number of users, |VU |,
multiplied by γ, i.e., Mi = γ |VU |, where 0 < γ ≤ 1. Fig-
ures 12 presents the latencies; γ is set to 1

6,
1
5,

1
4,

1
3 ,

1
2 , and 1.

Note that, when γ = 1, there is no limitation of Mi . In the

conventional scheme, the latency increases as Mi becomes
small, since new users may not select suitable server due to
the limitation of Mi . This trend is the same using the pro-
posed scheme. In the proposed scheme, some fluctuations
of the latencies are observed depending on the order of user
participation. The is because the user who cannot select the
recommended server varies depending on the order of user
participation. From these results, the effectiveness of the
proposed scheme is limited due to the limitation of Mi .

The computation times for the server decision process
in proposed and conventional schemes are comparable. The
proposed scheme requires additional computations for find-

Fig. 11 Example of server selection using first and second policies.

Fig. 12 Maximum and minimum latencies of 100 different participating orders with 100 users with
Mi limitation, Mi = γ |VU |.
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Table 2 Computation time for recommended server finding process.

No. of partitions Computation time [sec]
16 0.19
64 1.30
256 10.53

ing the recommended servers, and this process is executed
before participating of users. Table 2 shows the average
computation time using the proposed scheme with the first
policy for different partitions to execute the recommended
server finding process. Note that the computation time with
the second policy is less than that of the first policy. We
observe that the computation time increases with increase in
the number of partitions.

The above results indicate that the proposed scheme
suppresses the latency compared to the conventional scheme
by employing additional computations for finding the recom-
mended servers before participating of users. In the proposed
scheme, the latencies of 256 partition are not necessarily the
lowest latency of the three partition patterns. These results
indicate that a latency is not necessarily reduced even if
regions are divided into smaller. An optimal region parti-
tioning policy to reduce latency is a forthcoming challenge.
Since the server finding process is processed prior to user
participation, it may be difficult to guess the region if user
does not participates, but it can be useful to reduce latency
by excluding the regions, such as mountainous areas and the
sea.

In summery, the proposed scheme improves latency in
the successive participation scenario in a greedy manner,
which avoids interrupting the application that is being exe-
cuted. the latency in the proposed scheme is less affected
by the participation orders of users and reduces the latency,
compared with the conventional scheme.

6. Conclusions

A participating-domain segmentation based server selection
scheme was proposed; users participate in server selection
incrementally to suppress the latency normally created by
the server selection process. The proposed scheme consists
of two phases. The first phase is responsible for finding
recommended servers, and it determines the recommended
server for each region. The second phase is responsible for
the server decision process, which selects the server. An ILP
problem was formulated for the recommended server selec-
tion. Numerical results showed that the proposed scheme
offers lower latency than the conventional scheme. The pro-
posed scheme with the second policy, which excludes the
regions in which users do not participate, yields lower la-
tency than that of the first policy.
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