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PAPER
Congestion-Adaptive and Deadline-Aware Scheduling
for Connected Car Services over Mobile Networks

Nobuhiko ITOH†,††a), Takanori IWAI†,††, and Ryogo KUBO†, Members

SUMMARY Road traffic collisions are an extremely serious and often
fatal issue. One promising approach to mitigate such collisions is the use
of connected car services that share road traffic information obtained from
vehicles and cameras over mobile networks. In connected car services, it
is important for data chunks to arrive at a destination node within a certain
deadline constraint. In this paper, we define a flow from a vehicle (or
camera) to the same vehicle (or camera) via an MEC server, as a mission
critical (MC) flow, and call a deadline of theMC flow theMC deadline. Our
research objective is to achieve a higher arrival ratio within theMC deadline
for the MC flow that passes through both the radio uplink and downlink.
We previously developed a deadline-aware scheduler with consideration
for quality fluctuation (DAS-QF) that considers chunk size and a certain
deadline constraint in addition to radio quality and utilizes these to prioritize
users such that the deadline constraints are met. However, this DAS-QF
does not consider that the congestion levels of evolved NodeB (eNB) differ
depending on the eNB location, or that the uplink congestion level differs
from the downlink congestion level in the same eNB. Therefore, in the
DAS-QF, some data chunks of a MC flow are discarded in the eNB when
they exceed either the uplink or downlink deadline in congestion, even if
they do not exceed the MC deadline. In this paper, to reduce the eNB packet
drop probability due to exceeding either the uplink and downlink deadline,
we propose a deadline coordination function (DCF) that adaptively sets
each of the uplink and downlink deadlines for the MC flow according to
the congestion level of each link. Simulation results show that the DAS-QF
with DCF offers higher arrival ratios within the MC deadline compared to
DAS-QF on its own
key words: QoS, deadline, IoT, connected car, mobile network, scheduling,
MEC

1. Introduction

Road traffic collisions are an extremely serious issue world-
wide. According to the World Health Organization (WHO),
the number of road traffic deaths has now grown to 1.25 mil-
lion per year [1]. In Japan, where drivers keep to the left side
of the road, the number of fatalities is 4,000 per year, and road
traffic collisions occurring in blind spots, such as right-turn
collisions and rear-end collisions, account for 74% of all ac-
cidents [2]. In an attempt to decrease the occurrence of road
traffic collisions, driving safety systems with sensors such
as vehicle-mounted cameras and vehicle radar for detect-
ing pedestrians and vehicles have been deployed. However,
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these systems cannot detect vehicles and pedestrians in blind
spots such as sharp bends and blind intersections.

To mitigate road traffic collisions at intersections, con-
nected cameras are allocated around the intersection. Mobile
networks such as long-term evolution (LTE) networks have
attracted a great deal of attention as platforms for detecting
vehicles and pedestrians in the intersection [3]–[5]. By using
mobile networks, a connected car service can collect real-
time information such as the image around the intersection
and the locations of vehicles from connected devices such as
road side cameras and vehicles. The real-time information
helps drivers to avoid road traffic collisions. For example, a
road traffic collision avoidance scheme with road-side cam-
eras has been proposed in [6]. In London [7] and Beijing [8],
many cameras have been deployed for surveillance in public
spaces. In the future, many cameras located in public spaces
may be utilized for vehicle traffic control.

To guarantee effective connected car services, it is im-
portant to deliver a data block within a certain maximum
tolerable delay (called a deadline in this work). The Third
Generation Partnership Project (3GPP) stipulates that this
deadline of an urban intersection is 100ms and that the ar-
rival ratio within the deadline is more than 95% [9]. In this
paper, we define a whole data block as a chunk. The arrival
ratio within the deadline is calculated as the ratio of the total
number of chunks that user equipments (UEs) received be-
fore the deadline to the total number of chunks that the UEs
sent.

Multi-access edge computing (MEC) is an effectiveway
to provide low-latency services because the MEC server is
allocated nearby an evolved NodeB (eNB). Delay-sensitive
applications such as road traffic collision avoidance are op-
erated from the MEC server [10]–[14]. By using the MEC
server, the distance between vehicles or cameras and the ap-
plication server can be shorter than when using a mobile
network without one. It is important to ensure low latency
in the radio section between UEs, such as vehicles and cam-
eras, and eNB. The rapid increase in Internet of Things (IoT)
devices has caused growth in data traffic demands [15], and
scarcity in last-one-mile bandwidth remains a huge issue
across mobile networks [16].

Deadline-aware schedulers have been implemented in
eNB to achieve low latency in the last-one-mile radio sec-
tion [17]–[22]. In the earliest deadline first (EDF) algorithm
[17], a data stream with a fast-approaching deadline tends to
be prioritized over data streams with a lot of time left before
their deadlines. Payload-size and deadline-aware (PayDA)
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is an EDF-based scheduler that performs priority control
considering not only the remaining time to the deadline but
also the remaining data amount of each data stream [18].
Andreozzi et al. proposed a method considering the dead-
line and radio quality [19]. Another scheduler, the channel-
dependent earliest deadline due (CD-EDD) [20], considers
wireless channel quality, but does not consider chunk size.
In an earlier study, we proposed an EDF-based scheduler that
considers the remaining data amount of each data stream and
radio quality in addition to the remaining time to deadline
[21], [22]. The scheduler [21], called the deadline-aware
scheduler with consideration for quality fluctuation (DAS-
QF) in this paper, can increase the arrival ratio within a
certain deadline constraint. However, neither the DAS-QF
nor the other deadline-aware schedulers described above can
be adaptively set to each of the uplink and downlink dead-
lines for a flow that passes through both the radio uplink and
downlink.

Our research objective is to achieve a higher arrival ra-
tio within the deadline for a flow that passes through both
the radio uplink and downlink. Ideally, we envision a con-
nected camera that periodically sends an image around an
intersection to an MEC server. The MEC server replies with
a message for controlling the camera. We assume that the
message for controlling the camera includes camera angle,
encoding rate, and frame rate. The vehicle periodically sends
location information to the MEC server. Then, the MEC
server replies to the same vehicle with a warning message
on road traffic collision avoidance. The warning message is
generated in the MEC server based on the location informa-
tion received from the vehicle and the image most recently
received from the camera. In this paper, we define a flow
from a vehicle (or camera) to the same vehicle (or camera)
via an MEC server, not a flow from a camera to a vehicle via
an MEC server, as a mission critical (MC) flow. We call a
whole deadline of the MC flow the MC deadline. The MC
deadline is defined as 100ms.

The key to improving the arrival ratio within the MC
deadline rests on how to set each of the uplink and downlink
deadlines. When deadline exceedance occurs in either the
uplink or downlink radio section, eNB discards the exceeded
packet even if does not exceed the MC deadline. This de-
grades the arrival ratio within the MC deadline. Therefore,
it is important to adaptively set each deadline on the uplink
and downlink radio sections.

El-Hajj et al. proposed an algorithm to decide the op-
timal deadlines of the uplink and downlink radio sections
[23], [24] on the basis of the throughput in each link. By
using the optimal deadline, the MAC scheduler can guaran-
tee that the first packet of each flow arrives at the destination
before the given deadline. However, they did not discuss
the effect of heterogeneous traffic environment, namely, that
chunk size on the radio uplink and downlink are not always
the same on an MC flow. Therefore, we cannot apply this
algorithm to our target system.

In this paper, to improve the arrival ratio within the MC
deadline, we propose a deadline coordination function (DCF)

for the DAS-QF that adaptively allocates uplink and down-
link deadlines to each link in accordance with the MC dead-
line and the uplink and downlink congestion levels. Then,
the DAS-QF with DCF decides priority in accordance with
radio quality, chunk size, and allocated uplink and downlink
deadlines. Simulation results show that the DAS-QF with
DCF achieves a higher arrival ratio within the MC deadline
than the DAS-QF on its own.

This paper is organized as follows. In Sect. 2, we de-
scribe cellular system and use case. We provide description
of DAS-QF and its technical issue in Sect. 3. Section 4 in-
troduces the DCF for improving the arrival ratio within the
MC deadline for the MC flow. In Sect. 5, we evaluate the
DCF using a computer simulation and discuss the results.
We conclude in Sect. 6 with a brief summary.

2. Cellular System and Use Case

2.1 Cellular System

The cellular system is shown in Fig. 1, where it is assumed
that a wide variety of UEs are connected to mobile networks.
The UEs are divided into two types: group 1 and 2. Group 1
includes UEs that browse Web sites and streaming services;
we call these the best effort UEs (BE-UEs). Group 2 includes
UEs for road traffic collision avoidance services, such as
connected cameras and vehicles; we call these the mission
critical UEs (MC-UEs).

The MEC server plays the role of application server. A
mission critical service such as road traffic collision avoid-
ance is operated in the MEC server located in a nearby eNB
to achieve low latency. The BE-UE accesses an application
server on the Internet as usual to receive a certain desired
service. In addition, the MEC server calculates each of the
uplink and downlink deadlines and informs an eNB of the
chunk size and the calculated deadlines.

The eNB has a MAC scheduling function and decides
how to allocate radio resources to UEs. The DAS-QF that we
use as a baseline for comparison allocates radio resources in
accordance with the priority that is calculated on the basis of
chunk size, radio quality, and uplink and downlink deadlines.

The home subscriber server (HSS) has a database for
user identification and authentication. It also has a mapping
table between a UE and a service that the UE utilizes and the
QoS requirements defined in each service. The HSS has an

Fig. 1 Cellular system.
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Fig. 2 Sequence of cellular system.

interface to inform theMEC server of the QoS requirements.
Other devices, such as the serving gateway and packet

data network gateway (S/P-GW), mobility management en-
tity (MME), and policy and charging rules function (PCRF),
have various functions defined in the 3GPP specification.

The sequence of the cellular system is shown in Fig. 2.
The cellular system first establishes a bearer between a UE
and the eNB. The QoS requirements are defined on the basis
of each application and contain the MC deadline. The MEC
server receives information of the chunk size on uplink and
the MC deadline from either the source UE or HSS when
a new session is established or when the QoS requirements
are changed in accordance with application mode switch-
ing. The HSS finds the QoS requirements by referencing
the mapping table between a UE and a service that the UE
utilizes. The MEC server decides the uplink and downlink
deadlines and notifies the eNB of the uplink and downlink
deadlines and each of the uplink and downlink chunk sizes.
It is assumed that the MEC server can understand chunk size
on the downlink, as it is created by theMEC server. The eNB
calculates UE priority in accordance with each of the uplink
and downlink deadlines and each of the uplink and downlink
chunk sizes, and with the radio quality, and allocates radio
resources to the UE on the basis of the calculated priority.

2.2 Use Case

This research assumes LTE vehicle-to-everything (V2X)
services, such as vehicle-to-vehicle (V2V), vehicle-to-
pedestrian (V2P), and vehicle-to-infrastructure (V2I), via
the MEC server. We assumed a country where driving lane
is left side, such as Japan. We investigated an intersection
reported in [25] where road traffic collisions often occur.
Results showed that most road traffic collisions in Japan,
where drivers keep to the left side of the road, are caused at
intersections: right-turn collisions, rear-end collisions, and

Fig. 3 Use case intersection.

so on. Right-turn collisions are particularly likely to occur
at intersections that are bent sharply to the right, as shown in
Fig. 3. It is noted that, in a country where drivers keep to the
right side of the road, left-turn collisions are more dangerous
than right-turn collisions.

In this paper, we advance discussions on the assumption
of a country where drivers keep to the left side of the road.
The use case examined in this paper is the intersection shown
in Fig. 3. The camera periodically sends a monitoring image
around the intersection to the MEC server, and the MEC
server sends the camera amessage for controlling the camera.
Vehicles also send location information to the MEC server
periodically. Then, theMEC server sends awarningmessage
to the same vehicle on the basis of the monitoring image and
location information.

3. DAS-QF

3.1 MAC Scheduler

The DAS-QF proposed in our earlier study [21] decides pri-
ority on the basis of radio quality, chunk size, and deadline
to obtain a higher arrival ratio within the MC deadline. The
DAS-QF locates emergency UEs by monitoring the progress
of data transmission and preferentially gives transmission
rights to the UE to avoid exceeding the deadline.

The concept of the DAS-QF is depicted in Fig. 4. The
DAS-QF judges whether a chunk is an emergency or non-
emergency by comparing the target throughput and the re-
quested throughput. The target throughput is the average
throughput needed to meet the deadline. The requested
throughput is the throughput needed to meet the deadline
at a certain point in time. If the requested throughput is
higher than the target throughput, the DAS-QF categorizes
the chunk state as emergency and sets the chunk priority to
high so as to shorten the delay. Otherwise, the DAS-QF
categorizes the chunk state as non-emergency and sets the
chunk priority to low.

The detail of the DAS-QF is shown in Algorithm 1.
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Fig. 4 Relation between chunk states and priority.

Algorithm 1 Priority calculation algorithm
if uplink section then

SubDeadline(i) ⇐ULDeadline(i)
end if
if downlink section then

SubDeadline(i) ⇐ DLDeadline(i)
end if
RemainingTime(i, t)
⇐ max(SubDeadline(i) − SubElapsedTime(i, t), Th2)
TargetThroughput (i) ⇐ ChunkSize(i)

SubDeadline(i)

RequestedThroughput (i, t) ⇐ RemainingChunkSize(i, t )
RemainingT ime(i, t )

PFmetric(i, t) ⇐ I nst antT hroughput (i, t )
Aver ageThroughput (i, t )

if TargetThroughput (i, t) < RequestedThroughput (i, t) then
EmergencyFlag(i, t) ⇐ true
Priority(i, t) ⇐ MCSindex(i, t)

else
EmergencyFlag(i, t) ⇐ false
Priority(i, t) ⇐ PFmetric(i, t)

end if

Algorithm 1 outputs the chunk state, i.e., emergency or
non-emergency, and chunk priority. The parameters are
determined based on the inputs of Algorithm 1, i.e., the
deadline, elapsed time, chunk size, instant throughput, av-
erage throughput, and radio quality index. Table 1 lists
the parameters of Algorithm 1 for chunk i at the t-th TTI.
The priority calculation is executed each transmission time
interval (TTI). T h2 is used to avoid RemainingTime(i, t)
being equal to zero or a negative value. When
RemainingTime(i, t) is zero, RequestedT hroughput(i, t)
is indeterminate. RequestedT hroughput(i, t) is a negative
value when RemainingTime(i, t) is a negative value.

If the RequestedT hroughput(i, t) is higher than the
TargetT hroughput(i), we set the chunk state as “emer-
gency” because it is not likely to meet the deadline.
The DAS-QF also considers radio quality in addition
to the emergency degree in order to efficiently use ra-
dio resources, which are finite. That is, the better
the radio quality, the higher the priority. We use the
modulation and coding scheme (MCS) as a radio qual-
ity index. If RequestedT hroughput(i, t) is lower than
TargetT hroughput(i), we set the chunk state as “non-
emergency” because the chunk is making good progress.
Then, the DAS-QF decides the priority of the chunk by

Table 1 Algorithm parameters for chunk i on t-th TTI.

Parameter Explanation
TargetThroughput (i) Target throughput

ChunkSize(i) Chunk size
SubDeadline(i) Uplink or downlink deadline
ULDeadline(i) Uplink deadline
DLDeadline(i) Downlink deadline

SubElapsedTime(i) Elapsed time on uplink or down-
link section

RequestedThroughput (i, t) Requested throughput
RemainingChunkSize(i, t) Remaining chunk size

RemainingTime(i, t) Remaining time to deadline
PFmetric(i, t) Priority of chunk i that has no

emergency flag
InstantThroughput (i, t) Instant throughput of UE that has

chunk i

AverageThroughput (i, t) Average throughput of UE that
has chunk i

EmergencyFlag(i, t) Flag to show degree of urgency
MCSindex(i, t) MCS index of UE that has chunk

i

Priority(i, t) Priority

means of a PFmetric that considers the fairness of the
transmission right. PFmetric is defined by a fraction of
the average throughput and instant throughput.

After calculating the priority of each chunk, the DAS-
QF allocates radio resources to each chunk on the basis
of its priority. Radio resource allocation assigns radio re-
sources to the UE that has the best radio quality among
all the emergency UEs. If radio resources do not need to
be allocated to emergency UEs, the radio resource alloca-
tion assigns them to non-emergency UEs in accordance with
each priority PFmetric.

3.2 Technical Issue of DAS-QF

The DAS-QF allocates the same deadline to all UEs. In
Fig. 5, a vehicle and a camera connect to the same eNB. It
is assumed that the chunk sizes of the vehicle and camera
are light and heavy, respectively. In this case, the effective
uplink delay of the camera chunk is likely to be larger than
that of the vehicle chunk. Even so, the DAS-QF allocates the
same deadline (α), as shown in Fig. 5, to both vehicle and
camera. When the effective uplink delay of a chunk exceeds
the uplink deadline, the chunk is discarded in the eNB. In
Fig. 5, the effective uplink delays of the vehicle and camera
are βv (< α) and βc (> α), respectively. Then, the chunk
from the vehicle to the MEC server is not discarded in the
eNB, while on the other hand, the chunk from the camera to
theMEC server is discarded. As a result, the DAS-QF causes
a degradation of the arrival ratio within the MC deadline for
cameras.
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Fig. 5 Technical issue of DAS-QF.

4. DCF

We propose a DCF that decides the uplink and downlink
deadlines input to an eNB. The DCF consist of three steps,
which are shown in Fig. 6. As the first step, the DCF calcu-
lates the minimum coordination amount needed for satisfy-
ing the arrival ratio within the MC deadline. It calculates the
uplink and downlink congestion levels as the second step. As
the third step, the DCF updates each of the uplink and down-
link deadlines in accordance with the minimum coordination
amount and the uplink and downlink congestion levels.

4.1 Step 1: Calculation ofMinimumCoordinationAmount

It is assumed that the number of chunks of MC flow f
measured at a certain interval is n. We define n chunks
sorted in chronological order as x1, x2, · · ·, xk, · · ·, xn, and
the range of k is 1 ≤ k ≤ n. The MC deadline vector a f x is
expressed as

a f x = (ax1, ax2, · · ·, axk , · · ·, axn ), (1)

where axk is the MC deadline of chunk xk . The effective
MC delay vector b f x is expressed as

b f x = (bx1, bx2, · · ·, bxk , · · ·, bxn ), (2)

where bxk is the effective MC delay of chunk xk . It is
assumed that UE embeds a unique identifier (ID) into a
message and records the timewhen theUE sends themessage
to the MEC server. When the MEC server sends a reply
message to the same UE, the MEC server also embeds the
received unique ID into the reply message. The UE can
measure effective MC delay based on the time when the
message was sent to the MEC server, the time when the
message was received from the MEC server, and unique ID.
The UE advertises effective MC delay to the MEC server.

The remaining time vector δ f x is expressed as

δ f x = (δx1, δx2, · · ·, δxk , · · ·, δxn ), (3)

Fig. 6 Three steps of DCF.

where δxk is the remaining time to theMC deadline of chunk
xk . The remaining time vector δ f x is formulated as

δ f x = a f x − b f x . (4)

The DCF sorts x1, x2, · · ·, xk, · · ·, xn in descending order of
the remaining time to the MC deadline, and sorted chunks
are y1, y2, · · ·, yk, · · ·, yn. The sorted remaining time vector
δ f y is expressed as

δ f y = (δy1, δy2, · · ·, δyk , · · ·, δyn ), (5)

where δyk is the remaining time to theMC deadline of chunk
yk . Then, minimal coordination amount δmin is expressed
as

δmin = δydn·Qf e
, (6)

whereQ f is the required arrival ratio within theMC deadline
of flow f , and the range of Q f is 0 < Q f ≤ 1. When δmin

is equal to zero or a positive value, the MC flow f satisfies
the required arrival ratio within theMC deadline. Therefore,
Step 2 and 3 are not executed when δmin is equal to zero or a
positive value. In contrast, when δmin is a negative value, the
MC flow f does not satisfy the required arrival ratio within
the MC deadline. To satisfy the required arrival ratio within
the MC deadline, step 2 and 3 are executed when δmin is a
negative value.

4.2 Step 2: Estimation of Congestion Level

In this step, the DCF estimates the uplink and downlink
congestion levels in accordance with the number of chunk
drops in the uplink and downlink. The uplink congestion
level Cup is formulated as

Cup =
Vup

Vup + Vdown
, (7)

whereVup andVdown are the number of chunk drops at uplink
and at downlink, respectively. The downlink congestion level
Cdown is formulated as

Cdown =
Vdown

Vup + Vdown
. (8)

Vup andVdown are measured by the eNB, and the eNB adver-
tises Vup and Vdown to the MEC server. We assume that the
time stamp is used for the measurement of Vup and Vdown,
and all clocks of UEs, eNBs and the MEC server are syn-
chronized. An UE embeds the time stamp into a chunk when
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the UE sends the chunk to the MEC server, and the MEC
server embeds another time stamp into the chunk when the
MEC server sends the chunk to the UE. The eNB calculates
the remaining time to the deadline by using the time stamp
and deadline when the eNB receives the chunk. The eNB
discards the chunk and increase the drop count when the
chunk does not meet the deadline.

When the number of chunk drops is high, it is assumed
that the congestion level is high compared to when the num-
ber of chunk drops is low.

4.3 Step 3: Update of Uplink and Downlink Deadlines

This step updates the uplink and downlink deadlines of chunk
i in accordance with the minimum coordination amount
δmin and uplink and downlink congestion levels Cup and
Cdown. The uplink and downlink deadlines of chunk i are
ULDeadline(i) and DLDeadline(i), respectively and are
defined as (9) and (10), respectively.

ULDeadline(i) = δmin · Cdown + ULDeadline(i − 1)
(9)

DLDeadline(i) = δmin · Cup + DLDeadline(i − 1)
(10)

The uplink and downlink deadlines of the chunk whose
effective MC delay exceeds the MC deadline are set to a
smaller value in the range that is not generating chunk drops
in the eNB in order to raise the priority of the chunk. A
negative δmin means that the previous chunk i − 1 could not
been delivered within the MC deadline. The next chunk
i also cannot meet the MC deadline in the same network
conditions as the previous chunk. Therefore, the sum of the
next uplink and downlink deadlines is set to a shorter value
than the sum of the previous uplink and downlink deadlines.
This results in a shorter effective MC delay of the next chunk
than that of the previous chunk because the next chunk has
priority use of radio resources according to Algorithm 1. By
this step, it is expected that the next chunk meets the MC
deadline.

After step 3, the MEC server sends ULDeadline(i) and
DLDeadline(i) to the eNB that the UE is connected to. The
eNB then decides the UE priority on the basis of the radio
quality, chunk size, and target deadline information received
from the MEC server, and allocates radio resources to the
UE on the basis of this priority.

5. Performance Evaluation

We investigated the effect of the DCF through simulations
using ns-3, a general network simulation framework that
is widely used in network research [26]. Specifically, we
compared the performance of the DAS-QF with DCF to that
with the DAS-QF on its own. In [21], it has been shown that
the DAS-QF is more effective than the other conventional
schedulers, i.e., the PayDA and proportional fair.

Table 2 Simulation parameters for eNB.

Number of eNBs 7 (1 cell per eNB)
Radius 289m (distance between eNBs: 500m)

Uplink and downlink frequency 2GHz
Antenna height 32m

Uplink and dlownlink bandwidth 20MHz (=100 resource blocks)
Fading Pedestrian A

5.1 Simulation Environment

We investigated an intersection where road traffic collisions
often occur in order to evaluate the DCF in a realistic envi-
ronment. Specifically, we created the realistic environment
shown in Fig. 3 on ns-3. The simulation of urban mobility
(SUMO) [27], [28] was used to define the mobility model of
vehicles to simulate realistic mobility behavior of vehicles.

In this work, we evaluate the DAS-QF with DCF under
the LTE assumption, but it is not limited to the LTE. For
example, we expect that the 5th generation (5G) mobile net-
work will improve the arrival ratio within the MC deadline
compared to LTE because the network latency of 5G will
be smaller. We also expect the DAS-QF with DCF to be
effective in 5G because the network may be congested by
increasing the number of connected devices.

The simulation parameters of the eNB are listed in Ta-
ble 2. The cell formation is seven hexagonal cells, with one
eNB allocated at the center of each cell. The road environ-
ment is allocated around the intersection on the center cell,
which has one eNB and several buildings for interference.
The six neighboring cells are also for interference. We mea-
sure the performance only on the center cell. It is assumed
that new vehicle appears in the center cell at the same time as
a vehicle moves out of the center cell range so that we keep
the number of vehicle and network load in the center cell
constant. Therefore, this simulation does not have handover
situation. When the new vehicle appears in the center cell,
it is assumed that the new vehicle sends a chunk after bearer
establishment by the initial attach procedure. The effective
MC delay does not include the delay for bearer establish-
ment. The uplink and downlink frequency and bandwidth
are 2GHz and 20MHz used in LTE, respectively. Pedestrian
A [29] is used as the fading model.

Table 3 lists the simulation parameters of the UEs. MC-
UEs, which are delay-sensitive, are vehicles and cameras,
and BE-UEs, which are delay-non-sensitive, are pedestrians.
The BE-UE accesses an application server on the Internet as
usual to receive a certain desired service. The BE-UE sends
a chunk to the application server. The application server
replies a chunk for the desired service to the BE-UE. We call
a flow from a BE-UE to the same BE-UE via an application
server the BE flow. The effective delay of the BE flow is
defined as the effective BE delay. The number of cameras is
4, assuming that each camera is located around each corner
of the intersection. The first chunk of each vehicle or camera
or pedestrian is randomly generated between 0 and 100ms of
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Table 3 Simulation parameters for UEs.

Tx power 23 dBm
Uplink power control Enabled

Antenna height 1.5m
Number of vehicles 100
Number of cameras 4

Number of pedestrians 100
Chunk size of vehicle in uplink and downlink 1.7KB

Chunk size of camera in uplink 37.5KB
Chunk size of camera in downlink 1.7KB

Chunk size of pedestrian in uplink and downlink 1.7KB
Traffic generation interval 100ms

MC deadline 100ms

simulation time [30]. Next chunks are generated at 100-ms
intervals until the end of simulation.

We investigated a proper bitrate of video traffic with
the Toomer that is a video of a certain intersection and is
provided in [31]. We set the frame rate, resolution, and codec
to 10 fps, 1280*720 (HD 720), and H.264, respectively.
We detected cars and persons with the YOLOv3 [32] and
measured the mean average precision (mAP) for cars and
persons. When the video was transcoded to 3Mbps, the
mAP of 95% frames in all the frames was more than 0.9.
Assuming that the mAP of 95% frames in all the frames
was more than 0.9 is practically enough accuracy, the video
traffic was set to 3Mbps. Since each camera sent an image
to the MEC server every 100ms, the size of each image data
chunk was 37.5KB. In the 3GPP specification, codec delay
is not included in the deadline. Therefore, this paper does
not include the codec delay in the effective MC delay.

The sizes of other chunks (such as location information
from a vehicle, messages for warning and control from the
MEC server, and a message that a pedestrian sends and
receive) are all 1.7KB. The size of the chunk from the vehicle
to the MEC server and the size of the chunk from the MEC
server to the vehicle was also the same. Therefore, in the
DAS-QF, the uplink and downlink deadlines were set to
50ms and 50ms, respectively. T h2 was set to 1ms.

The user datagram protocol (UDP) is used as a transport
protocol to exchange chunks, as 3GPP stipulates that V2X
such as connected car services use UDP [33]. The maximum
transmission (Tx) power is 23 dBm, and the power control
specified in [34] is applied to the simulation environment.

In the paper, it was assumed that the delay for the se-
quence of updating uplink and downlink deadlines was neg-
ligible because the MEC server was located nearby the eNB
and notified the eNB of the updated deadlines by using a
control plane, whose congestion level is lower than that of a
data plane.

5.2 Simulation Results

The QoS requirements for connected car services in terms
of the MC deadline and arrival ratio within the MC deadline

Fig. 7 Arrival ratio within MC deadline.

have been presented in [9]. According to [9], in the case
of urban intersections, the MC deadline and the arrival ratio
within the MC deadline are 100ms and 95%, respectively.
We define these here as network requirements for connected
car services.

Figure 7 shows the arrival ratio within theMC deadline,
which is formulated as

Pc =
Mb

Ma
, (11)

where Ma is the total number of chunks that MC-UEs sent
within the simulation time and Mb is the number of chunks
that MC-UEs received before the MC deadline within the
simulation time.

As shown in 7, the DAS-QF with DCF obtained higher
vehicle and camera arrival ratios within the MC deadlines
than the DAS-QF on its own. Specifically, the DAS-QF
with DCF could attain 95% of the arrival ratio within the
MC deadline at both vehicle and camera, while the DAS-QF
could not.

For the vehicle arrival ratio within the MC deadline,
the DAS-QF also obtained a high arrival ratio within the
MC deadline compared to the camera arrival ratio within the
MC deadline. In this paper, the size of the chunk from the
vehicle to the MEC server and the size of the chunk from the
MEC server to the vehicle was also the same. Therefore, the
DAS-QF, where each of the uplink and downlink deadlines
was set to the same value, i.e., 50ms, worked well.

For the camera arrival ratio within the MC deadline,
the DAS-QF could not obtain a high arrival ratio because it
allocated the uplink and downlink deadlines the same value,
i.e., 50ms, even though the size of the chunk from the camera
to the MEC server was larger than that of the chunk from the
MEC server to the camera.

The reason the DAS-QF with DCF obtained a higher
success ratio than the DAS-QF on its own was that it could
adaptively set each of the uplink and downlink deadlines,
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Fig. 8 Delay distribution of DAS-QF on its own (Vehicle).

Fig. 9 Delay distribution of DAS-QF with DCF (Vehicle).

and thus decreased the number of chunk drops. Figures 8–
11 show the delay distribution of chunks and its cumulative
distribution function (CDF) for each case. The horizontal
axis is the delay of each chunk, e.g., 30ms on the horizontal
axis means 20ms < delay ≤ 30ms.

In the case of vehicles, the number of chunks that did
not meet the MC deadline on the DAS-QF with DCF was
approximately one third of that of the chunks on the DAS-
QF, as shown by the comparison of Figs. 8 and 9. In the case
of cameras, the number of chunks that did not meet the MC
deadline on the DAS-QF with DCF was approximately one
fifteenth of that of the chunks on the DAS-QF, as shown by
the comparison of Figs. 10 and 11.

The peak of delay distribution for vehicles existed at
the delay of 20ms in Fig. 8 when the DCF was not used.
In contrast, when the DCF was used, the peak shifted from
20ms to 70ms in Fig. 9. This shift generated vacant ra-
dio resources that were then efficiently utilized by assigning
them to camera traffic. The DAS-QF with DCF shifted radio
resources that are likely to be assigned to vehicles to cameras
by setting the deadline of camera to a smaller value. From
Figs. 10 and 11, we can confirm that the vacant radio re-
sources were assigned to camera traffic. Approximately 600
chunks did not meet the MC deadline (100ms) in Fig. 10. In

Fig. 10 Delay distribution of DAS-QF on its own (Camera).

Fig. 11 Delay distribution of DAS-QF with DCF (Camera).

Fig. 11, approximately 93% of these chunks were distributed
to the left of 100ms on the horizontal axis. These results
demonstrate that the DAS-QF with DCF could obtain higher
arrival ratios within the MC deadlines for both vehicles and
cameras than the DAS-QF on its own.

The impact onBEflow is discussed. TheDCFdegraded
the arrival rate for the BEflow and average effective BE delay
compared to the DAS-QF on its own. The arrival rates for
the BE flow of the DAS-QF with DCF and DAS-QF on its
own were 0.88 and 0.90, respectively. The average effective
BE delays of the DAS-QF with DCF and DAS-QF on its own
were 254ms and 245ms, respectively. This is because the
DAS-QF with DCF allocated less amount of radio resources
to the BE flow than the DAS-QF on its own. Actually, the
total bitrates received by all the BE-UEs for the DAS-QF
with DCF and the DAS-QF on its own were 12.5Mbps and
13.0Mbps, respectively.

6. Conclusion

In this paper, we have proposed a DCF that adaptively al-
locates uplink and downlink deadlines for MC flows. The
proposed DCF calculates the minimum coordination amount
needed for satisfying the arrival ratio within theMC deadline
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and the uplink and downlink congestion levels. It updates
the uplink and downlink deadlines on the basis of their cal-
culation results in order to avoid unintentional drops in the
eNB.

We investigated the DCF in a realistic environment by
simulating an intersection where road traffic collisions often
occur on ns-3 and then evaluating the performance. Results
showed that the DAS-QF with DCF achieved a higher per-
formance than the DAS-QF on its own. Specifically, the
vehicle arrival ratio within the MC deadline of the DAS-
QF with DCF achieved an improvement of approximately
5% compared to the DAS-QF. In addition, the camera ar-
rival ratio within the MC deadline of the DAS-QF with DCF
achieved an improvement of approximately 70% compared
to the DAS-QF. The QoS requirements for connected car ser-
vices were achieved through this improvement by applying
the DCF to the DAS-QF.
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