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PAPER
Precoded Physical Layer Network Coding with Coded Modulation
in MIMO-OFDM Bi-Directional Wireless Relay Systems

Satoshi DENNO†a), Senior Member, Kazuma YAMAMOTO†, and Yafei HOU†, Members

SUMMARY This paper proposes coded modulation for physical layer
network coding in multiple input multiple output orthogonal frequency di-
vision multiplexing (MIMO-OFDM) bi-directional wireless relay systems
where precoding is applied. The proposed coded modulation enables the
relays to decode the received signals, which improves the transmission per-
formance. Soft input decoding for the proposed coded modulation is pro-
posed. Furthermore, we propose two precoder weight optimization tech-
niques, called “per subcarrier weight optimization” and “total weight op-
timization”. This paper shows a precoder configuration based on the opti-
mization with the lattice reduction or the sorted QR-decomposition. The
performance of the proposed network coding is evaluated by computer
simulation in a MIMO-OFDM two-hop wireless relay system with the 16
quadrature amplitude modulation (QAM) or the 256QAM. The proposed
coded modulation attains a coding gain of about 2 dB at the BER of 10−4.
The total weight optimization achieves about 1 dB better BER performance
than the other at the BER of 10−4.
key words: relaying, coded modulation, network coding, soft input decod-
ing, non-linear precoding, quadrature amplitude modulations

1. Introduction

Relaying has been used in wireless communication systems
and is being considered for emerging wireless communica-
tion systems, because relaying potentially enables wireless
systems to increase their coverage and improve the network
capacity. Network coding has been investigated in wireless
communication networks, because network coding further
improves the transmission efficiency of bi-directional wire-
less relay systems. Especially, physical layer network cod-
ing (PLNC) has been considered in wireless bi-directional
communication systems to increase the frequency utilization
efficiency [1]–[3], which is one of the most important issues
in wireless communication systems. Especially, exclusive-
OR PLNC (XOR-PLNC) has been shown to achieve the
upper bound in terms of channel capacity [4], [5]. XOR-
PLNC has been extended for multiple input multiple output
(MIMO) bi-directional relay channels, and its performance
has been analyzed [6]–[8]. Because multiple radio signals
are simultaneously received at relays when the PLNCs are
applied, sophisticated receivers are needed on the relays [9].
Error correction coding has been introduced for perfor-
mance enhancement [10]–[14]. Precoding [15] has been
considered for the XOR-PLNCs for further performance
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enhancement [16]. Although the detection techniques to
achieve the theoretical upper-bound have been shown [12]–
[14], [16], those techniques are difficult to apply to relays
due to prohibitive high computational complexity of the de-
tectors. Reduced complexity detection in conjunction with
unitary precoding has been proposed to achieve near opti-
mum performance [17]. Non-linear precoding based on the
Tomlinson Harashima precoding (THP) [18]–[21] has been
proposed for the XOR PLNCs in MIMO bi-directional re-
lay channels in order to achieve superior performance, while
keeping the computational load on relays as small as possi-
ble [22]. Although most XOR-PLNC systems have been
proposed for lower-order modulation schemes such as the
binary phase shift keying (BPSK) and the quaternary phase
shift keying (QPSK), the concept of them can be extended
to quadrature amplitude modulations (QAMs) [22]. Even
though the signal received at the relays can be decoded
and forwarded when the BPSK or the QPSK is applied, the
decoding has been impossible to apply at the relays when
higher-order QAMs, e.g., the 16QAM, are used.

This paper proposes coded modulation for the PLNC
with higher-order QAMs in MIMO orthogonal frequency
division multiplexing (OFDM) bi-directional relay systems
where precoding is employed. The proposed coded modula-
tion enables the relays to decode the received signals, which
improves the transmission performance. Soft input decod-
ing for the proposed coded modulation is proposed. Further-
more, we propose two precoder weight optimization tech-
niques, called as “per subcarrier weight optimization” and
“total weight optimization”. We show a precoder configura-
tion based on the proposed optimization technique with the
lattice reduction or the sorted QR-decomposition. The supe-
rior performance of the PLNC with the proposed techniques
is confirmed in a MIMO-OFDM bi-directional relay system
by computer simulation.

Next section describes a system model of a MIMO-
OFDM bi-directional relay system, and our proposed tech-
niques are explained in Sect. 3. The performance of the
PLNC with the proposed technique is evaluated by computer
simulations in Sect. 4. Finally, Sect. 5 concludes this paper.

Throughout the paper, (A)−1, superscript T, and super-
script H denote an inverse matrix of a matrix A, transpose,
and Hermitian transpose of a matrix or a vector, respectively.
tr [A] denotes trace of a diagonal matrix A. j indicates the
imaginary unit. E

[
ζ
]
,<[α], and =[α] represent the ensem-

ble average of a variable ζ, a real part, and an imaginary part
of a complex number α.
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2. System Model

We assume a wireless system where two terminals commu-
nicate with each other via relays. Those two terminals are
called as “terminal A” and “terminal B”, respectively, in this
paper. While NT antennas are placed on those terminals,
only one antenna is employed in every relay. We assume that
the NR relays are placed between the two terminals. When
the PLNC is applied to the communication between them,
those terminals simultaneously transmit their own packets
for the relays in the first slot, and the relays broadcast the
packets for the two terminals in the second slot. As is de-
scribed above, time division duplex (TDD) is applied for
those terminals to exchange the information.

In the system, information bit streams are modulated
with the proposed coded modulation that is explained below.
Every modulation signal stream from the coded modulator
is precoded with the proposed non-linear precoder that is
also explained in the following section. All the precoder
output modulation signal streams are provided to the inverse
Fourier transform (IFFT) for generating OFDM signals. Let
a variable Ω take A or B, the OFDM transmit signal vector
XΩ(k) ∈ CNT×1 from terminal Ω at time k can be written as,

XΩ(k) =
1
√

NF

NF−1∑
n=0

XΩ,nej2π nk
NF . (1)

XΩ,n ∈ C
NT×1 and NF ∈ N in (1) denote the transmission

signal vector on the nth subcarrier and the number of the
IFFT points, respectively. As is described above, the trans-
mission signal vector XΩ,n is precoded with the non-linear
spatial filter as follows [23].

XΩ,n = WΩ,n
(
SΩ,n + KΩ,nLd

)
(2)

In (2), WΩ,n ∈ C
NT×NR , SΩ,n ∈ C

NR×1, KΩ,n ∈ C
NR×1 and

Ld ∈ R represent a precoding matrix, a modulation sig-
nal vector, a Gaussian integer vector on the nth subcarrier,
and modulus for modulo operation on all the subcarriers†,
respectively. The two terminals simultaneously send their
own packets containing those OFDM transmit signal vec-
tors for the relays after the cyclic prefix is added, and those
packets are received at every relay. Let yi(k) ∈ C repre-
sent the kth received signal of the packets at the ith re-
lay, all the signals received at the relays can be defined as
YR(k) =

(
y1(k) · · · yNR (k)

)T
∈ CNR×1 where YR(k) denotes a

received signal vector consisting of the signals received at
the relays. The received signal vector YR(k) can be written
in the following equation††.

YR(k) = HAXA(k) + HBXB(k) + N(k) (3)

†The modulo operation is employed in the non-linear precod-
ing. The detail is explained in the following section.
††Although the cyclic prefix is actually added to the transmis-

sion signal vectors XΩ(k), the cyclic prefix is not written for sim-
plifying the explanation and the mathematical expression.

HA ∈ C
NR×NT , HB ∈ C

NR×NT , and N(k) ∈ CNR×1 in (3)
denote a channel matrix between the relays and the termi-
nal A, that between the relays and the terminal B, and the
additive Gaussian noise (AWGN) vector, respectively. Let
YR,n ∈ C

NR×1 represent the nth subcarrier signal vector re-
ceived at the relays, the subcarrier signal vector can be ex-
pressed as,

YR,n =
1
√

NF

NF−1∑
k=0

YR(k)e−j2π nk
NF

= HA,nXA,n + HB,nXB,n + NR,n. (4)

In (4), HA,n ∈ C
NR×NT , HB,n ∈ C

NR×NT , and NR,n ∈ C
NR×1

represent a channel matrix on the nth subcarrier between
the relays and the terminal A, that between the relays and
the terminal B, and the AWGN vector on the subcarrier,
which are defined as HA,n =

∑NF−1
k=0 HA(k)e−j2π nk

NF , HB,n =∑NF−1
k=0 HB(k)e−j2π nk

NF , and NR,n = 1
√

NF

∑NF−1
k=0 NR(k)e−j2π nk

NF . A
rate one code is applied to the two modulation signal vec-
tors, SA,n and SB,n, at the relays. Let ⊕ denote encoding of
the rate one code, an encoder output vector SR,n ∈ C

NR×1

can be described as SR,n = SA,n ⊕ SB,n. Because the modula-
tion signal vectors are included in the received signal vector,
the encoder output signal vector can be estimated from the
received signal vector. Let p(a|b) denote a conditional prob-
ability that an event a happens when an event b occurred,
the encoder output signal vector can be estimated as,

S̄R,n = arg max
SR,n

p
(
SR,n|YR,n

)
= arg max

SR,n=SA,n⊕SB,n

p
(
SA,n ⊕ SB,n|YR,n

)
. (5)

S̄R,n ∈ C
NR×1 in (5) represents an estimate of the encoder

output vector SR,n. The estimated vector is defined as S̄R,n =(
s̄1,n · · · s̄NR,n

)T where s̄i,n ∈ C denotes an estimated signal
on the nth subcarrier at the ith relay. In every relay, the
estimated encoder output signal is provided to the channel
decoder via the deinterleaver, and the decoder output signal
is modulated in the similar manner as that in the transmitters
after the interleaving. All the relays convert the modulated
signals in the frequency domain to the time domain signals
as is usually done in systems with the OFDM.

In the next time slot, as is described above, all the
relays simultaneously transmit the packets containing the
time domain signals for the terminals. When a transmit
time domain signal vector XR(k) ∈ CNR×1 is defined as
XR(k) =

(
x1(k) · · · xNR (k)

)T where xi(k) represents a time do-
main signal transmitted from the ith relay, the packets are re-
ceived at the terminal Ω, the kth signal of which is expressed
as YΩ(k) ∈ CNT×1 in the following equation.

YΩ(k) = HH
ΩXR(k) + NΩ(k), Ω = A or B (6)

NΩ,n ∈ C
NT×1 in (6) denotes the AWGN vector at the ter-

minal Ω. As is indicated above, we assume the channel
reciprocity between the link from the terminals to the re-
lays, and that from the relays to the terminals in the relay
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Fig. 1 Configuration of PLNC in 2-hop relay system.

system with TDD. The assumption is introduced for easy
precoder implementation, while the assumption is not nec-
essary for the signal detection at the terminals. As is seen in
(6), since the system model is regarded as that in single user
MIMO systems, conventional MIMO-OFDM detectors such
as frequency domain minimum mean square error (MMSE)
filters, can be applied to the receiver on the terminals for
the signal detection. Let XR,n ∈ C

NR×1 represent a mod-
ulation signal vector on the nth subcarrier that is defined
as XR,n =

(
x1,n · · · xNR,n

)T, such a MIMO detector outputs
an estimated modulation signal vector on the nth subcarrier,
X̄R,n ∈ C

NR×1, where X̄R,n denotes an estimated vector of
X̄R,n. If Ã is defined as the other terminal for the terminal
A, i.e., Ã = B, the modulation signal vector sent from the
other terminal can be detected with the modulation signal
vector sent from the own terminal in the first slot as,

SΩ,n = X̄R,n 	 SΩ̃,n. (7)

The system model is illustrated in Fig. 1. As is shown in the
figure, we assume that the relays have no link to communi-
cate each other, while communicating with the terminals.

Next section proposes coded modulation for the PLNC
with the optimum precoder, which enables the relays to de-
code the received signal even when higher-order QAMs are
applied.

3. Precoded PLNC With Coded Modulation

3.1 Coded Modulation for PLNC

We assume that 22M-QAM is applied to the system de-
scribed in the previous section. Information bit stream is
divided into two streams. When NP ∈ N represents the num-
ber of samples in a packet, i.e., packet length, the number of
bits of the one stream is NRNFNPMH, and that of the other
is NRNFNPML where MH ∈ N and ML ∈ N are defined as
M = ML + MH. The latter bit stream is further divided into
NRNF streams. The iNF + nth stream is denoted as B(ΩL)

i,n
where i and n represent a subcarrier number and an antenna
number. Those NRNF bit streams are fed to independent
channel encoders with coding rate R = 1

2 , each of which is
defined over the GF

(
2ML

)
field where GF (q) denotes a Ga-

lois field with a modulus q. The same code is applied to

those encoders in this paper. Let G(L) (D) represent a gen-
erator polynomial defined over the GF

(
2ML

)
field where D

denotes delay operator, the coded bit streams are obtained
as follows.(

C(ΩL)
I,i,n (D) C(ΩL)

Q,i,n(D)
)

= B(ΩL)
i,n (D) G(L) (D) (8)

In (8), C(ΩL)
I,i,n (D) and C(ΩL)

Q,i,n(D) represent two symbol streams
from the encoder. Every stream is provided to a symbol in-
terleaver, and all the output streams from the interleavers
c(ΩL)

I,i,n =
(
c(ΩL)

I,i,n (0) · · · c(ΩL)
I,i,n (NP − 1)

)
∈ NNP×1 and c(ΩL)

Q,i,n =(
c(ΩL)

Q,i,n(0) · · · c(ΩL)
Q,i,n(NP − 1

)
∈ NNP×1 i = 1 · · ·NR n =

1 · · ·NF are fed to the QAM modulators.
On the other hand, the first bit stream is also en-

coded over the GF(2) filed with coding rate R = 1
2 , in-

terleaved, and divided adequately into 2NRNF streams†.
As a result, the 2NRNF streams are fed to the modula-
tors. a pair of the first and the latter streams are denoted
as c(ΩH)

I,i,n =
(
c(ΩH)

I,i,n (0) · · · c(ΩH)
I,i,n (NPMH − 1)

)
∈ NNP MH×1 and

c(ΩH)
Q,i,n =

(
c(ΩH)

Q,i,n(0) · · · c(ΩH)
Q,i,n(NPMH − 1)

)
∈ NNP MH×1 i =

1 · · ·NR n = 1 · · ·NF. With those bit streams, the QAM
signals are defined as,

sΩL,n,k(i) = c(ΩL)
I,i,n (k) + jc(ΩL)

Q,i,n(k), (9)

sΩH,n,k(i) =

(k+1)MH−1∑
m=kMH

(
c(ΩH)

I,i,n (m) + jc(ΩH)
Q,i,n(m)

)
2mod[m,MH]+ML , (10)

sΩ,n,k(i) = BPM
[
sΩL,n,k(i) + sΩH,n,k(i)

]
k = 0, · · · ,NP,

(11)

where sΩ,n,k(i) ∈ C, sΩL,n,k(i) ∈ C, and sΩH,n,k(i) ∈ C repre-
sent the kth modulation signal on the nth subcarrier sent for
the ith relay, parts of the modulation signal sΩ,n,k(i) ∈ C.
In addition, BPM [α] represents a function that transfers
a unipolar signal α to a bipolar signal, i.e., BPM [α] =

2α −
(
1 + j

) (
2M − 1

)
, and mod [a, b] denotes a function de-

fined as mod [a, b] = a − bab−1cb with real numbers a ∈ R
and b ∈ R where b•c denotes the floor function that out-
puts the nearest integer of the input. The proposed coded
modulation is illustrated n Fig. 2. In the figure, the encoder
defined over GF

(
2ML

)
is employed at the ENC block in ev-

ery MOD(i) block. The iNF + nth stream B(ΩL)
i,n containing

NPML bits is fed to the encoder defined over the GF
(
2ML

)
in

iNF + nth modulator in the figure.
Because the same signal processing is applied to the

signals in spite of the time index k in the proposed technique,
the signals with the time index k = 0 are hereafter dealt as a
representative in this paper. Because the attachment of 0 to
the signals does not convey any information, the time index
k = 0 is basically dropped from the signal notation, i.e.,

†Although any Galois field can be applied to the code, we use
the GF(2) filed to simplify the explanation and to show clearly the
difference from the code over the GF

(
2ML

)
field. The order of en-

dowing, division, and interleaving can be changed. The optimum
design of them is one of our future works.
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Fig. 2 Configuration of proposed coded modulation.

sΩ,n,k(i)⇒ sΩ,n,0(i)⇒ sΩ,n(i). The modulation signal vector
SΩ,n ∈ C

NR×1 can be defined with the modulation signals as
SΩ,n =

(
sΩ,n(1) · · · sΩ,n(NR)

)T.

3.2 Precoder Weight Optimization

We introduce a non-linear precoder with a feed forward fil-
ter and a feedback filter. Let FΩ,n ∈ CNR×NT and BΩ,n ∈

CNR×NR Ω =A or B denote weights for the feedforward fil-
ter and the feedback filter on the nth subcarrier, the precoder
is defined as follows.

XΩ,n = FH
Ω,nVΩ,n (12)

SΩ,n = BH
Ω,nVΩ,n −KΩ,nLd (13)

In (13), VΩ,n ∈ C
NR×1 represents an output from the feed-

back filter, where the elements of the Gaussian integer
vector KΩ,n are determined through the feedback filtering.
When the transmission signal vectors defined in (13) are
simultaneously transmitted from the two terminals, the re-
ceived signal vector on the nth subcarrier at all the relays
can be rewritten as,

YR,n = HA,nFH
A,nVA,n + HB,nFH

B,nVB,n + NR,n. (14)

We define those weights that minimize the error between
the received signals and the desired signals. As is pro-
posed [22], it is the optimum to equalize the received signals
from the two terminals on every subcarrier when QAMs are
applied. The desired signal vector ΞR,n ∈ C

NR×1 on the nth
subcarrier is defined as,

ΞR,n = SA,n + SB,n = BH
A,nVA,n + BH

B,nVB,n. (15)

Even though the Gaussian integers are included as shown in
(14), they are omitted because we assume that they can be
removed with the modulo operation at the relays.

This paper proposes two precoding techniques to fulfill
the above requirement, which are explained in the following.

3.2.1 Per Subcarrier Weight Optimization

When the desired signal vector is defined in (15), the error
vector εn ∈ C

NR×1 between the desired signal vector and the

received signal vector on the nth subcarrier is defines as,

εn = ΞR,n − g
−1
n YR,n, (16)

where gn ∈ R denotes an equivalent gain of the nth subcar-
rier in the wireless channel. This means that the received
signal power on one subcarrier is different from that on the
other subcarriers. However, the sum transmission power of
the two transmission signals on every subcarrier should be
kept same whether or not precoding is applied, in order to
maintain the power consumption of the terminals. The sum
transmission power on the subcarrier is defined as,

E
[∣∣∣XA,n

∣∣∣2 +
∣∣∣XB,n

∣∣∣2] = tr
[
FH

A,nΦA,nFA,n + FH
B,nΦB,nFB,n

]
= PS. (17)

PS ∈ R, ΦA,n ∈ C
NR×NR , and ΦB,n ∈ C

NR×NR in (17) de-
note transmission power, covariance matrices of the vec-
tor VΩ,n Ω = A and B, which are defined as ΦΩ,n =

E
[
VΩ,nVH

Ω,n

]
. The weight vector WΩ,n is optimized un-

der constraint of the transmission power explained above.
Hence, the optimum weight matrix is defined as a solution
that minimizes the following cost function Jn ∈ R under
constraint in (16). The closed form solution can be obtained
with the method of Lagrange multiplier as,

Jn = tr
[
E

[
εnε

H
n

]]
− ρn

(
tr

[
FH

A,nΦA,nFA,n

+FH
B,nΦB,nFB,n

]
− PS

)
. (18)

In (18), ρn represents a Lagrange multiplier. After
some manipulations, the optimum feedforward weight ma-
trix can be derived as,

FH
Ω,n = gnHH

Ω,n

(
HΩ,nHH

Ω,n − ρng
2
nINR

)−1
BH

Ω,n, (19)

ρng
2
n = −

tr
[
E

[
NR,nNH

R,n

]]
PS

= −
NRσ

2

PS
, (20)

where σ2 indicates the variance of the AWGN. As is seen
in (16), the power of the error vector εn is reduced as the
gain gn becomes large. Because the transmission power is
restricted according to (17), if the condition number of the
matrix in the parenthesis in the right hand of (19) is large,
the gain gn has to be set to a small value, which degrades the
transmission performance. To reduce the condition num-
ber of the matrix, the lattice reduction is introduced. When
the lattice reduction is applied, the channel matrix is trans-
formed as,(

HH
Ω,n√

−ρng2
nINR

)
TΩ,n = QΩ,nRΩ,n = QΩ,nD

1
2
Ω,nR̄Ω,n.

(21)

TΩ,n ∈ C
NR×NR , QΩ,n ∈ C

(NT+NR)×(NT+NR), RΩ,n ∈ C
(NT+NR)×NR ,

DΩ,n ∈ C
NR×NR , and R̄Ω,n ∈ C

(NT+NR)×NR denote a unimodu-
lar matrix, a unitary matrix, a right upper triangular matrix,
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a diagonal matrix, and a right upper triangular matrix with
the value of 1 in the diagonal positions. The two right upper
triangular matrix RΩ,n and R̄Ω,n are defined with the diago-

nal matrix DΩ,n as RΩ,n = D
1
2
Ω,nR̄Ω,n. By substituting (21) for

(19), and (12) and (13) for (2), the following can be derived
as,

FH
Ω,n = gnHH

Ω,nTΩ,nR̄−1
Ω,nD−1

Ω,n, (22)

BH
Ω,n = T−H

Ω,nR̄H
Ω,n, (23)

When the feedback filter output vector VΩ,n is defined as
VΩ,n =

(
vΩ,n (1) · · · vΩ,n (NR)

)T where vΩ,n (m) ∈ C repre-
sents the mth entry, the feedback filter output vector can be
obtained serially as is done in THPs, by taking account of
(13) and (23).

vΩ,n (m) = b

cmod

T(m)
Ω,n

H
SΩ,n−

NR∑
k=m+1

r̄Ω,n (k,m)∗ vΩ,n(k), Ld


r̄Ω,n(m,m)

c

m = 1, · · · ,NR (24)

In (24), T(m)
Ω,n ∈ C

NR×1, and r̄Ω,n (k,m) ∈ R denote the
mth column vector of the unimodular matrix defined as
TΩ,n =

(
T(1)

Ω,n · · ·T
(NR)
Ω,n

)
, and the (k,m) entry of the matrix

R̄Ω,n. In addition, let α ∈ C denote a complex number de-
fined with real numbers αR ∈ R and αI ∈ R as α = αR + jαI,
cmod [α, Ld] indicates a function defined as cmod [α, Ld] =

rmod [αR, Ld] + j rmod [αI, Ld] where rmod [αI, Ld] repre-
sents a function defined as rmod [αI, Ld] = αI − b

αI
Ld

+ 1
2 cLd.

On the other hand, the gain gn fulfilling the requirement (17)
can be obtained as,

gn =

√√√√√√√√ 6PS

L2
d

tr
 B∑
Ω=A

HH
Ω,nTΩ,nR̄−1

Ω,nD−1
Ω,nR̄−H

Ω,nTH
Ω,nHΩ,n



. (25)

In the above derivation, we apply an approximation that
ΦA,n = ΦB,n = σ2

v INT where σ2
v = 1

6 L2
d.

3.2.2 Total Weight Optimization

While the sum transmission power on every subcarrier is re-
stricted in the technique proposed above, it is enough to keep
the sum transmission power of all the subcarriers from the
view point of power consumption of terminals. In a word,
the transmission power constraint can be described as,

E
[
|XA(k)|2+|XB(k)|2

]
=

NF−1∑
n=0

tr
[
FH

A,nΦA,nFA,n+FH
B,nΦB,nFB,n

]
= PT, (26)

where PT ∈ R indicates transmission power defined as PT =

PSNF. Because the transmission power constraint is defined
in the time domain as shown in (26), an error vector between
the desired signal vector and the received signal vector can

be also defined in the time domain as,

ε(k) =

NF−1∑
n=0

ΞR,ne−j2π kn
NF − g−1YR(k). (27)

In (27), ε(k) ∈ CNR×1 and g ∈ R denote the error vector and
an equivalent gain of the transmission signals in the wireless
channel. With the error vector and the power constraint, the
optimum weight vectors can be defined as a solution to min-
imize the following cost function J ∈ R under constraint in
(26). The optimum weight can be obtained with the method
of Lagrange multiplier.

J = tr
[
E

[
ε (k) ε (k)H

]]
− ρ

(NF−1∑
n=0

tr
[
FH

A,nΦA,nFA,n

+FH
B,nΦB,nFB,n

]
− PT

)
(28)

In (28), ρ ∈ C represents a Lagrange multiplier. By similar
mathematical manipulation as that in the previous section,
the feedforward filter and the gain are also obtained as,

FH
Ω,n = gHH

Ω,n

(
HΩ,nHH

Ω,n − ρg
2INR

)−1
BH

Ω,n, (29)

ρg2 = −
tr

[
E

[
NR(k)N(k)H

]]
Px

= −
2NRσ

2

PT
. (30)

While the weight matrix in (29) and ρg2 in (30) are reduced
to the similar ones in (19) and (20) respectively, the gain g
fulfilling the requirement (26) can be derived as,

g =

√√√√√√√√ 6PT

L2
d

tr
 B∑
Ω=A

NF−1∑
n=0

HH
Ω,nTΩ,nR̄−1

Ω,nD−1
Ω,nR̄−H

Ω,nTH
Ω,nHΩ,n



.

(31)

The denominator in the parenthesis in (31) contains the
channel matrices on all the subcarriers, while that in (25)
consists of only the channel matrices on the nth subcarrier. If
the denominator in (25) gets small, the gain gn will become
small, which degrades the transmission performance. On
the other hand, because the denominator in (31) has more
terms than that in (25), the gain g gets faded with smaller
probability than gn.

3.3 Soft Decoding at Relay

As is inferred by (15) and (16), the received signal vector at
the relays is expected to be a weight sum of the two transmit
signals with the common weight of the gain gn

†. Although
the Gaussian integer multiples added by the modulo func-
tion by the precoder and the bias constant used to transfer

†Even though The same explanation is also valid for the pro-
posed PLNC with the total weight optimization, we explain decod-
ing in the proposed PLNC with the per subcarrier weight optimiza-
tion as an example.
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unipolar signals to bipolar signals are included in the re-
ceived subcarrier signals, they can be easily removed with
modulo functions and bias adjustment from the received sig-
nals at the relays. If they are removed, the received signal
vector on the nth subcarrier ỸR,n ∈ C

NR×1 will be generated,
which can be expressed as,

ỸR,n ' gn
(
SA,n + SB,n

)
+ NR,n. (32)

Let ỹR,n(m) ∈ C represent the mth entry of the vector ỸR,n,
i.e., ỸR,n =

(
ỹR,n(1) · · · ỹR,n(NR)

)T, the entry ỹR,n(m) can be
written as,

ỹR,n(i) = gn

B∑
Ω=A

(
c(ΩL)

I,i,n + jc(ΩL)
Q,i,n

)
+ gn

B∑
Ω=A

MH−1∑
m=0

(
c(ΩH)

I,i,n (m) + jc(ΩH)
Q,i,n(m)

)
2m+ML

+ NR,n. (33)

Because the sum of the two code words is one of the code
words over GF(2ML ), the sum can be decoded at the relays.
When convolutional codes over GF(2ML ) is applied, for ex-
ample, the state transition Bt1 → Bt2 is assumed to generate
a code word

(
cI,(t1→2) cQ,(t1→2)

)
. The code words that sat-

isfy the following equation are defined as c(ΩL)
Υ,i,n,(t1→2) Υ =

I, Q, Ω = A, B as, mod
[
c(AL)

I,i,n,(t1→2) + c(BL)
I,i,n,(t1→2), 2

ML
]

mod
[
c(AL)

Q,i,n,(t1→2) + c(BL)
Q,i,n,(t1→2), 2

ML
]


T

=

 cI,(t1→2)

cQ,(t1→2)


T

.

(34)

Because mod [•] is included in (34), multiple code words
c(ΩL)

Υ,i,n,(t1→2) Υ = I, Q, Ω = A, B may satisfy the above
equation, even if the terms in the left hand side are fixed.
This means that a part of the received signal is a code word
of the code over GF(2ML ), which is decoded by the proposed
soft decoding.

On the other hand, if two QAM signals are added, the
added signal is on the grid. Therefore, a part of the sec-
ond term in the right hand side of (33) can be expressed as∑B

Ω=A
∑MH−1

m=0

(
c(ΩH)

I,i,n,(t1→2)(m) + jc(ΩH)
Q,i,n,(t1→2)(m)

)
2m =∑MH

m=0
(
aI,i,n(m) + jaQ,i,n(m)

)
2m where aΥ,i,n(m) takes 1 or 0.

In the proposed soft decoding, the second term in the right
hand side of (33) is firstly estimated.{

aΥ,i,n,(t1→2)(m) | m = 0, · · · ,MH,Υ = I, Q
}

= arg min
aΥ,i,n(m)


∣∣∣∣∣∣∣g−1

n ỹR,n(i) −
B∑

Ω=A

(
c(ΩL)

I,i,n,(t1→2) + jc(ΩL)
Q,i,n,(t1→2)

)
+

MH∑
m=0

(
aI,i,n(m) + jaQ,i,n(m)

)
2m+ML

∣∣∣∣∣∣∣
2 (35)

As is shown in (35), the two QAM signals are not estimated
but the added signal on the grid point is estimated. In a word,

it is not minded how aΥ,i,n,(t1→2)(m) is made from c(AL)
I,i,n,(t1→2)

and c(AL)
Q,i,n,(t1→2). Although the maximum likelihood estima-

tion is performed, the estimation is easily carried out with
the region detection, because the signal is located on the
grid. Because there are multiple code words satisfying (34)
as described above, the metric βR,i,n,(t1→2) corresponding to
the state transmission Bt1 → Bt2 can be estimated as fol-
lows.

βR,i,n,(t1→2) = min
c(ΩL)

Υ,i,n,(t1→2)

∣∣∣∣∣∣∣ỹR,n(i) − gn

B∑
Ω=A

(
c(ΩL)

I,i,n,(t1→2) + jc(ΩL)
Q,i,n,(t1→2)

)

+ gn

MH∑
m=0

(
aI,i,n,(t1→2)(m) + jaQ,i,n,(t1→2)(m)

)
2mod[m,MH]+ML

∣∣∣∣∣∣∣
2

(36)

The proposed soft decoding is carried out with the branch
metric defined in (36).

4. Computer Simulation

The performance of the proposed PLNC is evaluated in a
MIMO-OFDM two-hop bi-directional relay system where
4 relays with one antenna is placed between two terminals
with 4 antennas, i.e, (NT,NR) = (4, 4). 3-path Rayleigh fad-
ing based on the Jakes’ model [25] is applied as a channel
model between every pair of the transmit antenna and the
receive antenna. Although any QAM can be applied, the
16QAM and the 256QAM are utilized for the performance
evaluation. The LLL algorithm is used for the lattice re-
duction [26], [27]. When the 256QAM is applied, M = 4
is divided into MH = 3 and ML = 1, while the setting of
MH = 1 and ML = 1 is used in the proposed system with
the 16QAM. GF (2) convolutional code [28] is used in the
performance evaluation. In a word, the convolutional code
over the GF(2L) is reduced to that over the binary field. In
general, the decoding complexity increases exponentially as
the ML of the GF

(
2ML

)
becomes long when convolutional

codes defined over the GF
(
2ML

)
are applied. Because this is

a first step of the research, we stated the research with sim-
ple configuration for confirming the basic performance of
the proposed technique. Main parameters are summarized in
Table 1. While the precoder with the lattice reduction is ex-
plained above, the lattice reduction can be replaced with the
sorted QR decomposition (SQRD). If the unimodular ma-
trix TΩ,n is replaced with the permutation matrix generated
in the SQRD, the SQRD based precoder is obtained [24].
Since that configuration is also regarded as one realization
of the proposed precoder, the performance of them is com-
pared in the following.

4.1 Coding Gain

The performance of the proposed PLNC is shown in Fig. 3.
The BER performance at the relays is evaluated when the
16QAM and the total weight optimization are applied to
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Table 1 Parameter in computer simulation.

No. of antennas on a terminal NT 4
No. of antennas on a relay 1

No. of relays NR 4
Modulation 16QAM, 256QAM/OFDM

No. of subcarriers 64
Channel model 3-path Rayleigh fading

Lattice reduction LLL algorithm with δ = 0.75
(MH,ML) (1, 1) in 16QAM, (3, 1) in 256QAM

Channel coding Convolutional code (K = 3,R = 1
2 )

Fig. 3 BER comparison (16QAM).

the proposed precoding. In the figure, “LR-MMSE” and
“SQRD-MMSE” denote the proposed precoding with the
lattice reduction and the SQRD, respectively. The perfor-
mance without decoding at the relays is added in the figure
as a reference. The proposed PLNC achieves a coding gain
of about 2 dB at the BER of 10−4 when the lattice reduction
is used, while a coding gain of about 4 dB is attained at the
same BER when the SQRD is used†.

Figure 4 shows the performance of the proposed PLNC
when the 256QAM is used. The total weight optimization
is also applied in the figure. The proposed PLNC achieves
a coding gain of about 2 dB at the BER of 10−4 when the
lattice reduction is used. When the SQRD is applied, the
performance is greatly degraded from that of the PLNC with
the lattice reduction. In contrast, the PLNC with the lattice
reduction achieves a more than 4-branch diversity gain de-
spite of modulation schemes.

†As is described in Table 1, the LLL algorithm is applied for
the lattice reduction. Both the LLL algorithm and the SQRD de-
compose the input matrix into an upper triangular matrix and uni-
tary matrix. Although the SQRD only tries to arrange the diagonal
elements in ascending order, the SQRD can’t guarantee the per-
fect arrangement. On the other hand, the LLL algorithm achieves
the semi orthogonal condition by iterative signal processing [26].
We understand that the LLL algorithm is better because the LLL
achieves the condition while the SQRD can’ guarantee the rear-
rangement. We understand that this is the reason why the LLL
outperforms the SQRD.

Fig. 4 BER comparison (256QAM).

Fig. 5 Soft vs. hard decoding (16QAM).

4.2 Soft Decoding Gain

Figure 5 compares the coding gain of the proposed soft de-
coding and that of the hard decoding, when the 16QAM
is applied. The same performance comparison is made in
Fig. 6 where the 256QAM is used. The total weight op-
timization and the lattice reduction are applied to the pro-
posed precoding in the both figures. The soft decoding at-
tains a gain of about 1.5 dB at the BER of 10−4 in the both
figures.

4.3 SNR Performance of Proposed PLNC

As is shown in Fig. 3 and Fig. 4, the proposed precoding
with the lattice reduction achieves the better performance
than that with the SQRD. The performance is confirmed
in term of the signal to noise power ratio (SNR) in Fig. 7.
The cumulative distribution function with respect to the
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Fig. 6 Soft vs. hard decoding (256QAM).

Fig. 7 CDF of signals received at relays.

SNR of the decoder input signals is shown in the figure.
The 256QAM is applied and the average Eb/N0 is set as
Eb/N0 = 30 dB. The precoding with the lattice reduction
achieves much better performance than that with the SQRD,
which agrees with the performances shown in Fig. 4. Es-
pecially, the probability that the SNR is less than 30 dB is
more than 1% when the SQRD is used, while the probabil-
ity that the SNR gets smaller than 33 dB is less than 0.1%
when the lattice reduction is employed. Because the pro-
posed precoding is based on the MMSE criterion, the per-
formance depends on the distribution of the equivalent gain
gn. In general, the BER is more improved as the distribution
becomes concentrated at a higher value. Because the LLL
algorithm is better than the SQRD, hence, the LLL algo-
rithm makes the distribution of the equivalent gain gn more
concentrated than the SQRD. As is defined in (25) and (31),
on the other hand, the total weight optimization equalizes
the SNR performances of all the streams, while the per sub-
carrier weight optimization does not. Therefore, even if the
LLL algorithm concentrates the distribution of the equiva-

Fig. 8 Total vs. subcarrier weight optimization (16QAM).

lent gain gn as much as possible, the per subcarrier weight
optimization let let the small equivalent gain gn. The SNR
distribution of the per subcarrier weight optimization is a
little bit inferior to that of the other when the LLL algo-
rithm is applied †. This is the reason why the LLL with the
total weight optimization algorithm achieves the best per-
formance among the other combination. Because the BER
performance is more degraded with small SNR as higher-
order modulations are used. Therefore, the SQRD degrades
the BER performance more seriously in the system with the
256QAM than in that with the 16QAM, compared with the
lattice reduction. This analysis agrees with the large perfor-
mance gap between the system with SQRD and that with the
lattice reduction shown in Fig. 4.

In addition, Fig. 7 infers that the total power optimiza-
tion achieves better BER performance than the per subcar-
rier weight optimization, when the LLL algorithm is ap-
plied.

4.4 Performance Comparison of Proposed Weight Opti-
mization Techniques

Figure 8 compares the per subcarrier weight optimization
and the total power optimization in terms of the BER when
the 16QAM and the lattice reduction are used. They are
also compared in Fig. 9 where the 256QAM is used. As is
suggested in Fig. 7, the total weight optimization achieves
about 0.5 dB better BER performance than the per subcar-
rier weight optimization when the 16QAM is used. The per-
formance gap between the total weight optimization the per
subcarrier weight optimization is increased to about 1.0 dB
when the 256QAM is used. The performance gain gets
higher as higher-order modulation schemes are applied due
to the same reason why the SQRD degrades the performance
more seriously in the system with higher-order modulation

†It is one of our future tasks to analyze the reason why the per
subcarrier weight control to outperform the total weight control in
terms of the SNR when the SQRD is applied.
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Fig. 9 Total vs. subcarrier weight optimization (256QAM).

schemes.

5. Conclusion

This paper proposes precoded PLNC with coded modula-
tion for MIMO-OFDM bi-directional wireless relay sys-
tems. The proposed coded modulation enables the relays to
decode the signals even in the system where higher-order
QAMs are employed. Furthermore, we have proposed a
technique to implement soft decoding in the PLNC. We have
proposed two weight optimization techniques for the pre-
coding for the system. The one is named as per subcarrier
weight optimization where the weight is defined in every
subcarrier. The other is called as total power optimization
where the weight is optimized in the time domain. The
configuration of the precoding with the lattice reduction is
shown as one realization of the proposed precoder.

The performance of the proposed PLNC is evaluated
by computer simulation in a MIMO-OFDM two-hop bi-
directional wireless relay system where 4 relays with one
antenna are surrounded by the two terminals with 4 anten-
nas. The soft input decoding attains a coding gain of about
2 dB at the BER of 10−4 in the system not only with the
16QAM but also with the 256QAM. On the other hand, the
total weight optimization achieves about 1.0 dB better BER
performance than the other when the 256QAM is employed.
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