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SUMMARY A domain-specific networking platform based on opti-
cally interconnected reconfigurable communication processors is proposed.
Some application examples of the reconfigurable communication processor
and networking experiment results are presented.
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ing, in-network computing

1. Introduction

Domain-specific computing [1] is one approach to greatly
improving computing server performance by specially de-
signing computing server architecture for a particular ap-
plication domain. To provide a domain-specific comput-
ing platform, reconfigurable interconnection among central
processing units (CPUs), graphics processing units (GPUs),
tensor processing units (TPUs), field-programmable gate ar-
rays (FPGAs), and memories is most important to specify an
architecture for the target application. Computing resources
such as CPUs, GPUs, TPUs, and FPGAs and memories can
be made into resource pools, users can build their special
purpose computing architecture using resource pools with
configuring the interconnection.

This concept can be applied as an analogy to the net-
working. Domain-specific networking can be defined as
providing a specially designed network slice for a particu-
lar service network from networking resource pools. The
networking resource pools are composed with application-
specific integrated circuits (ASICs) for high-performance
packet routing/switching, FPGAs for reconfigurable spe-
cial purpose high-performance packet processing, network
processing units (NPUs) for high-performance functional
packet processing, CPUs for flexible and complex func-
tional packet processing, and electrical/optical switching
fabrics for interconnecting among packet processing re-
sources. All resources are programmable, reconfigurable,
and can process data packets. We have proposed a recon-
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figurable communication processor (RCP) as an integrated
ASICs/FPGAs boards and NPUs/CPUs boards using inter-
connecting electric packet switching fabrics [2]–[4]. RCPs
can be connected via optical networks and can provide net-
working resource pools to users. Users can design their spe-
cial purpose network slices from the networking resource
pools.

The RCP concept can be applicable not only the net-
working function but also the in-network processing func-
tion and in-network computing function. Our conventional
works related to RCP [2]–[4] has proposed RCP architec-
ture and resource management, but has not examined the
feasibility of domain-specific networking platform. In this
paper, we present the concept of RCP as a network node of
domain-specific networking platform and application exam-
ples of RCPs for providing a smart and connected commu-
nity (S&CC) [5]. Results of the networking experiment are
also presented. Results of the networking experiment are
also presented.

The rest of this paper is organized as follows. In 2 de-
sign concept of the reconfigurable processor is described.
Prototype implementation of RCP is presented in 3. Exper-
imental results are shown in 4. The conclusion is drawn in
5.

2. Reconfigurable Communication Processor Concept

2.1 Related Concepts (1) Photonic Network Processor

In order to cope with traffic growth and service diversity,
a photonic network processor (PNP) has been proposed to
construct a reconfigurable optical transport node [6]. Fig-
ure 1(a) shows a conceptual view of PNP. In PNP, digi-
tal signal processors (DSPs), ASICs, FPGAs, NPs, CPUs,
and packet switches (SWs) are connected with a reconfig-
urable optical interconnect system. These devices will be
implemented on one board in the future. Therefore, mul-
tiple PNPs can be connected with an optical interconnect
system and construct a node system such as an optical cross-
connect (OXC) and a reconfigurable optical add/drop multi-
plexer (ROADM). The important thing is that multiple PNPs
provide DSP pools, NP/CPU pools, and SW pools at the
board level, at the node level, and at the network level over
the reconfigurable optical network (Fig. 1(b)).
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Fig. 1 The photonic network processor concept. (a) A board level PNP.
(b) Resource pool over the reconfigurable optical network.

Fig. 2 The Machine architecture [9].

2.2 Related Concepts (2) Disaggregated Computing

In computing area, the concept of disaggregated computing
[7], [8] has the intent to break the boundaries of current com-
pute, memory, network and storage components built in a
hard, unique and tightly connected unit. It brings benefits of
high-performance computing, fine-grained technology up-
grade cycles, fine-grained resource allocation, and access to
a larger amount of memory [7].

One of the architectures for realizing disaggregated
computing is “The Machine” proposed by Hewlett Packard.
Figure 2 shows an architecture of The Machine [9]. The Ma-
chine consists of special purpose processor cores, a massive
memory pool, and photonics. Cores and memory pools are
interconnected by photonics. The special purpose processor
cores will be constructed with CPUs, GPUs, TPUs, FPGAs,
and so on. Therefore, The Machine can be applicable as a
domain-specific computing platform.

The photonics in The Machine is not only limited in the

board and system level but extended to the wide area optical
network. The transmission delay over the wide area net-
work, i.e., latency, will provide a fatal impact on high per-
formance computing. However, latency tolerant computing
technologies [10], [11] will cover the networking latency.

2.3 Reconfigurable Communication Processor

A reconfigurable communication processor (RCP) is de-
signed as a first step toward realizing the PNP concept.
Disaggregated computing concept combines computing re-
sources such as special purpose processor cores and a mem-
ory pool with photonics. On the other hand, an RCP con-
cept that combines various transport processing functions
based on ASICs, FPGAs, NPUs, and CPUs with switching
devices. The design target of RCP is shown below.

• Support 400 Gbps class interface cards.
• Support a kind of IP router node, a kind of Ethernet

switch node, and a kind of multi-protocol label switch-
ing (MPLS) node by reconfiguring the programmable
data-plane.

• Support variety of network functions such as wire-rate
flow counter, deep packet inspection, network slicing,
tunneling (data packet encapsulation/decapsulation),
etc. by reconfiguring the programmable data-plane
path.

• Support in-network processing function by applying
CPUs to not only the data-plane processing resource
but also the computing resource.

These design targets require both high-speed processing and
flexibility to the data-plane. The RCP has been designed
with co-design of ASICs, FPGAs, NPs, and CPUs as in the
right place.

We have developed two types of reconfigurable mod-
ules. They are a reconfigurable processing module (RPM)
based on ASICs, FPGAs, and NPs, and a reconfigurable ser-
vice module (RSM) based on CPUs and NPs. As shown in
Fig. 3, a Tbps class switching module interconnects RPMs
and RSMs. RCP consists of RPMs, RSMs, and switch-
ing module. RPM corresponding to over 100 Gbps multi-
ple communication protocols. RSM providing various func-
tions. Multiple service slices can be provided by combining
RPMs and RSMs.

Figure 4 shows a conceptual diagram of RPM. FPGA-
based flexible distributers are the key for providing scalable
processing capacity. ASIC-based packet forwarding engines
and flexible search engines provide data-plane packet rout-
ing/switching functions. NPU provides high-performance
network functions. Figure 5 shows a concept diagram of
RSM. NPU/CPU have GB class memories and storage for
providing in-network processing and in-network computing.
Especially, CPU with storage has capability of running a
computer operating system (OS) e.g., Linux. Therefore, vir-
tual machines (VMs) and containers can run in RSM. This
means that RCP can be work as a network functions virtual-
ization (NFV) platform.
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Fig. 3 The Reconfigurable Communication Processor architecture.

Fig. 4 The conceptual diagram of the RPM board.

Fig. 5 The conceptual diagram of the RSM board.

The Tbps class switch module which is a crossbar (X-
bar) type packet switch may restrict scalability of RCP. To
break the restriction, a virtual X-bar switch over the opti-
cal network is applied. As shown in Fig. 3, RCP has inter-
face to the optical network. Therefore, small X-bar switch
can connect to other X-bar switches and make an equiva-
lent large X-bar switch, i.e., the virtual X-bar switch. Fig-
ure 6 shows an example of the virtual X-bar. An RPM pool
and a RSM pool are constructed over the optical network.
RPMs and RSMs are selected from the pool and configured
to the specific service. RCPs with optical networks are act as
a domain-specific networking platform, an NFV platform,
in-network processing platform, and in-network computing
platform.

3. Prototype Implementation of RCP

3.1 200 Gbps/400 Gbps Prototype RPM

As a first step, a 200 Gbps class RPM prototype is imple-

Fig. 6 The virtual cross-bar switch over the optical network.

Table 1 FPGA specs of the flexible distributer.

Fig. 7 The main diagram of the prototype RPM.

mented. Alaxala’s AX8600R system [12] is used as a base
system. It has multiple 100 Gbps packet forwarding engine
ASICs and a 3.2 Tbps X-bar packet switch fabric. There-
fore, a flexible distributer FPGA and a flexible search engine
ASIC are added to the base system as a daughter board. The
applied FPGA spec is shown in Table 1.

Main RPM system diagram is shown in Fig. 7. The
main functional modules are forwarding engines, flexible
distributers, and flexible search engine. Forwarding engines
forward packets incoming from the 100 Gbps MAC accord-
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ing to the results of flexible search engines. Flexible search
engines search the packet header to find the packet’s for-
warding destination and the contents of the packet header
update. Then, flexible search engines give instructions to
forwarding engines according to the search results. Flexi-
ble distributers are located between forwarding engines and
flexible search engine. Flexible distributers instruct flexi-
ble search engines about search keys and search methods.
By using a reconfigurable FPGA, it is possible to provide
the instructions for various protocols. Figure 8 shows a
photograph of the developed 200 Gbps flexible distributer
daughter board. The purpose of this prototype is to exam-
ine the 200 Gbps capacity of the flexible distributer FPGA,
therefore two 100 Gbps MACs are directly connected to the
packet forwarding engine ASICs.

This 200 Gbps class RMP prototype is extended to
400 Gbps by applying four forwarding engine ASICs.

3.2 CPU-Based RSM

Prototype RSMs for AXR8600R are developed in both
NPU-based and CPU-based. The CPU-based RSM is attrac-
tive to develop in-network processing and computing appli-
cation. Figure 9 shows a developed CPU-based RSM. 8 core
Intel Xeon processor, 16 GB RAM, and 200 GB storage are
implemented on the board. One 10 Gbps Ethernet (10GE)
interface is implemented for connecting to the internal X-bar
switch fabric and two GbE interfaces are implemented for
connecting to outer servers or controllers. Linux (Ubuntu
14.04LTS and 16.04LTS) OS is successfully worked in the
CPU-based RSM.

As an alternative to the Intel CPU-based RSM, MIPS
(32 core, clock 1.2 GHz, and 32 GB RAM)-based RSM is
also developed. DPI and IPsec hardware accelerators are
also implemented in RSM. This RSM can be applicable to
several stateful service function processing such as carrier

Fig. 8 Photograph of the developed 200 Gbps flexible distributer daugh-
ter board.

Fig. 9 Photograph of the developed Intel CPU-based RSM prototype.

grade network address translation (CGNAT), secure tunnels,
and session border control (SBC).

3.3 Linux PC-Based RPM/RSM Emulators

Networking experiment requires many RPMs and RSMs.
Therefore, a Linux server-based RPM and RSM emulators
are developed. Packet processing functions of RPM are im-
plemented as an emulator program in VM. Linux VMs are
also worked as RSM. VMs in the server and Ethernet switch
are worked as emulated RCPs. 10GE interfaces are used in
the emulator.

4. Experimental Demonstrations

In this section, demonstration of 400 Gbps class reconfig-
urable data-plane processing with the 400 Gbps prototype
RPM is described. Moreover, three application demonstra-
tions and one networking demonstration are presented.

4.1 Demonstration of 400 Gbps Class Reconfigurable
Data-Plane Processing

400 Gbps traffic rate was measured by connecting a
400 Gbps measuring instrument and an RCP which imple-
mented a 400 Gbps RPM prototype with a 400 Gbps link.
Figure 10 shows results of measuring maximum traffic rate
and CFP8 (centum gigabit form-factor pluggable 8) opti-
cal waveform. This result indicates our prototype achieved
400 Gbps transmission with good waveform.

4.2 Application Demonstrations

The S&CC network proposal [5] uses optical interconnec-
tion to link objects, humans, and applications to a net-
work that offers sophisticated processing functions. S&CC
requires that application and processing functions be pro-
vided with sophisticated resource integration because each
application has different requirements in terms of process-
ing power, data amount, and response time. In other words,

Fig. 10 Results of measuring traffic rate and monitoring optical wave-
form of a 400 Gbps RPM prototype.
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the domain-specific networking platform is required to re-
alize the S&CC network. A possible solution is to com-
bine resources through optical interconnection dynamically.
Therefore, the RCP concept can fit as one of the solution
candidates. To meet S&CC requirements, we examine three
types of applications. The first is wire-rate processing with
service reconfiguration. The second is in-network process-
ing/computing. The last is the resource pool feature.

4.2.1 Service Reconfiguration by RPMs

Figure 11 shows an experimental setup. Two RCPs were
in NICT Tokyo, Japan and SC18 [13] NICT booth Dallas,
USA, respectively. 100GE circuit is set between two loca-
tions by JGN [14] and other national research and educa-
tional networks (NRENs). Three services, IP, MPLS, and
Ethernet over Ethernet (EoE), are set by configuring RPMs.
In this experiment, 100 Gbps capacity RPMs are used.

Resource allocation of RPMs is designed to 12.5 Gbps
capacity granularity. Total 100 Gbps capacity is allocated
to a single RPM. In the experiment, at first, all resources
are allocated to an IP service. Then reconfiguring to add an
MPLS service and an EoE service sequentially. Experimen-
tal scenario is shown in Table 2.

Figure 12 shows a controller’s screen capture image
during the step 4 and 5. Expected results are observed in
the captured image. Service reconfiguration is successful,
but it takes 6 s under the 150 ms round trip time (RTT) en-

Fig. 11 Set up of the service reconfiguration experiment.

Table 2 Multi-protocols reconfiguration scenario.

vironment. Faster reconfiguration time is desirable for dy-
namic resource re-allocation according to service usage and
network conditions. For example, generally, path protection
which changes paths when links and nodes are failed re-
quires 100 ms recovery time [15]. Therefore, if it is assumed
that when a failure occurs, an alternative path is provided by
reconfiguring another RCP, the reconfiguration time of the
RCP should be less than 100 ms.

4.2.2 In-Network Processing and Computing by RSM

In-network processing and computing are an important fea-
ture of the S&CC network. S&CC requires that user appli-
cation and processing functions be provided with collabo-
rated each other. Because each user application has been
supported by cloud and computers. In addition, low latency
and trustworthy edge computing are needed for especially
autonomous driving vehicle (ADV) control. RCP can work
as an edge computing platform. For ADV, an agent program
of ADV runs at an edge computer, i.e., RSM. The control
delay between the ADV and the agent program of the ADV
must be kept less than 10 ms to correctly control the ADV
[5]. However, the delay exceeds 10 ms when the vehicle
moves away from the edge server. One of the solutions is
VM migration. The agent runs on a VM, and the VM is mi-
grated to the appropriate edge server where the delay is less
than 10 ms.

We constructed cloud and edge computing environ-
ment in SC18. Figure 13 shows an experimental setup of
the ADV control network. Four RCPs are used in the net-
work. RCP #4 has RSM shown in Fig. 9. Cloud servers are
in Japan and ADV control agents in edge servers are located
in USA. Linux (Ubuntu 16.04) servers and RSM (Ubuntu
16.04) are connected in the same virtual local area network
(VLAN). The agent program for each ADV is installed in its
own VM on edge servers including RSM. Several VMs are
run in the servers and RSM. OpenStack is applied to VMs’
control. For realizing agent migration, VM live migration
technique is applied. A VM where an agent runs is migrated
to an appropriate edge server so that the control delay be-
tween the ADV and the VM is less than 10 ms. In the live
migration, the correct ADV direction (the blue dots on the
ADV simulator screen in Fig. 13) was indicated by the agent

Fig. 12 Screen image of the controller.
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Fig. 13 ADV control network set up.

program.

4.2.3 Resource Pool Feature

Network traffic flow visualization is important for network
management. Therefore, realizing wire-rate flow monitor-
ing function is expected. RCP can support this function.
As a demonstration, we have implemented IP-based coun-
try flow statistics counter. About 240 nations are connected
to the Internet, total assigned IPv4 address blocks to 240 na-
tions are about 130,000 and IPv6 address blocks are 40,000.
If a flow counter is assigned to each address block, 170,000
flow counters are required. In developed RPM, multiple
address blocks can be specified to the matching condition,
therefore required a number of counters can be reduced to
480 (240 for IPv4 and 240 for IPv6). In the implementation,
because of the restriction of the FPGA resource. 64,000 flow
conditions can be set in one RPM. Therefore, three RPMs
are required to distinguish all 170,000 flows. In the experi-
ment of SC18, three RCPs are used to demonstrate the net-
work flow visualization. Figure 14 shows the demonstration
network structure. A traffic generator generates simulated
100 Gbps 170,000 flows and sends them to RCP #2. RCP
#2 makes mirrored traffic and sends it to RCP #3. RCP #3
makes mirrored traffic and sends it to RCP #4. Two coun-
ters are implemented to RPMs in RCP #3 and one counter is
implemented to one RPM in RCP #4. RCP #3 and RCP #4
are connected by the optical network.

As a resource pool feature, total three RPMs are re-
quired to construct the country flow statistics counter, we
can find three RPMs for the counter in the RCP network and
RPMs are configured to the counter (and also configured to
the traffic mirroring function). During the SC18, at first, two
counters in RCP #3 are activated. In this case, not all flows
are visualized (Fig. 15(a)). Next, the counter in RCP #4 is
activated, then all flows are visualized (Fig. 15(b)).

Fig. 14 Country flow statistics demonstration network.

Fig. 15 Visualized IP-based nation flow statistics. (a) Using RCP #3
only. Half of flows can be visualized. (b) Using both RCP #3 and #4.
All flows can be visualized.

4.3 Networking Demonstration

We construct four RCP nodes with a combination of real
RCP prototypes and RCP emulators. A service path control
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Fig. 16 Networking demonstration network.

server and a resource pool management server are also im-
plemented in the demonstration network. Figure 16 shows
the data plane design of the demonstration network. The
network has four RCP nodes (Tokyo RCP, Yokohama RCP,
Chiba RCP, and Saitama RCP). Tokyo RCP, Yokohama
RCP, and Chiba RCP are placed on NICT Koganei site, and
Saitama RCP is placed on Keio University Shinkawasaki
site. Tokyo RCP node consists of servers (RPM emulator
and RSM emulator) and a prototype RPM box. Yokohama
RCP consists of a prototype RMP/RSM box and an RSM
emulator. Chiba and Saitama RCPs consist of servers and
an Ethernet switch. The Tokyo RCP-Yokohama RCP link is
composed of two 100GEs and connected by JGN dark-fiber
service between NICT Koganei and NICT Otemachi.

100GE signals are converted into optical transport net-
work (OTN) signals and accommodated into JGN. JGN
layer 2 service is used to construct links between Tokyo
RCP–Saitama RCP and Chiba RCP–Saitama RCP. Gigabit
Ethernet (GbE) and 10GE are used in RCP emulators and
users.

The user requests a service path between user A and
user B. The service path is a service function chain (SFC).
Each function is provided by RPM or RSM. Therefore,
the resource management server calculates an optimal SFC
from the RPM/RSM resource pools. We have developed a
quasi-optimal SFC placement algorithm [16], [17] and ap-
plied it in this demonstration. To realize the function chain
from the resource pool, hardware module addressing is es-
sential. The address format needs three identifiers [18]:

1. Geographic location-based discrimination. This identi-
fier enables to select paths based on the delay constraint
of service.

2. Service distinctiveness. It determines which service the
hardware module is reserved for.

3. Identifiability of functions. Because RCPs have pro-
grammable hardware devices and provide any func-
tions, it is necessary to identify the hardware module’s
function.

In this demonstration, we have implemented the 128 bit IPv6
address shown in Fig. 17 as a hardware module address. The
Location ID field, Service ID field, and Function field satisfy
the three identities described above. This addressing makes
it possible to monitor, manage, and control the state of the

Fig. 17 Address format of a hardware module.

Fig. 18 Procedure of reconfiguring function chains.

nodes only in the address space. Segment routing (SR) is
one of the good SFC implementation techniques, IPv6 SR
(SRv6) [19]. The RPM and RSM emulators have an IPv6
address that follows the address format in Fig. 17. SRv6 is
applied to configure function chains that connect the RPMs
and RSMs in this demonstration by enabling IPv6 forward-
ing and SRv6 with Linux Kernel configuration of RPM and
RSM VMs. RPMs and RSMs have SRv6 functions.

The RPM connected to the source host (user A) has a
T.Encap function of SRv6, the other modules have an END
function of SRv6, and the RPM connected to the destina-
tion host has an END.DX6 function of SRv6. SRv6 routing
tables of RPMs are provided by the control server. In the
demonstration, reconfiguration of the function chain when
a new service request arrives is examined. Figure 18 shows
a procedure of reconfiguring function chains. The detailed
reconfiguration procedure is as follows.

1. When a new service request arrives, the resource man-
ager calculates a hardware resource allocation problem
using the SFC placement algorithm.

2. The resource manager sends the result to the controller.
3. The controller reconfigures SRv6 routing tables of

RPMs based on the received result.
4. The controller updates resource information of hard-

ware modules based on the received result.

We set several SFCs from User A to User B. Service re-
quest includes parameters of priority, required processing
resources and functions, and required bandwidth resources.

The resource manager selects optimal RPMs, RSMs,
and links between adjacent RCPs. Figure 19(a) shows cap-
tured packet analysis of initial setup of service#1 with pa-
rameters of low priority, 2 RPM and 1 RSM resources.
The resource manager selected the route of User A–Tokyo
RPM–Yokohama RSM–Chiba RPM–User B for the ser-
vice#1.

Therefore, the SRv6 packet header of the SFC con-
tains the address of Chiba RPM and Yokohama RSM. Next,
we set another service with parameters of high priority
and 3 RSM resources. As a result, the service#1 is af-
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Fig. 19 Wireshark capture of Tokyo RCP interface connected to User A.
(a) Initial SFC setup. SRv6 packet contains the addresses of Chiba RPM
and Yokohama RSM. (b) After SFC reconfiguration. SRv6 packet contains
the addresses of Chiba RPM and Saitama RSM.

fected. RSM resources of Yokohama are evicted and SFC
is rerouted to use Saitama RSM. Figure 19(b) shows cap-
tured packet analyses of rerouted service#1. The resource
manager selected the recalculated route of User A–Tokyo
RPM–Saitama RSM–Chiba RPM–User B. The SRv6 packet
contains the addresses of Chiba RPM and Saitama RSM.

We have confirmed that the networking of RCPs is suc-
cessfully demonstrated.

5. Conclusion

The reconfigurable communication processor provides
400 Gbps class reconfigurable data-plane processing and
various kinds of in-network processing/computing func-
tions. These functions provide the domain-specific net-
working platform feature to the RCP network. In this
paper, application examples using 100 Gbps class RPMs
and RSMs were presented. In the networking experiment,
service-specific hardware resources are connected by func-
tion chaining. The constructed demonstration network indi-
cated the feasibility of function chaining to create a domain-
specific networking platform based on optically intercon-
nected reconfigurable communication processors.
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