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PAPER
A Network Design Scheme in Delay Sensitive Monitoring Services

Akio KAWABATA†a), Senior Member, Takuya TOJO††, Member, Bijoy CHAND CHATTERJEE†††, Nonmember,
and Eiji OKI††††, Fellow

SUMMARY Mission-critical monitoring services, such as finding crim-
inals with a monitoring camera, require rapid detection of newly updated
data, where suppressing delay is desirable. Taking this direction, this paper
proposes a network design scheme to minimize this delay for monitoring
services that consist of Internet-of-Things (IoT) devices located at terminal
endpoints (TEs), databases (DB), and applications (APLs). The proposed
scheme determines the allocation of DB and APLs and the selection of
the server to which TE belongs. DB and APL are allocated on an optimal
server from multiple servers in the network. We formulate the proposed
network design scheme as an integer linear programming problem. The de-
lay reduction effect of the proposed scheme is evaluated under two network
topologies and a monitoring camera system network. In the two network
topologies, the delays of the proposed scheme are 78 and 80 percent, com-
pared to that of the conventional scheme. In the monitoring camera system
network, the delay of the proposed scheme is 77 percent compared to that of
the conventional scheme. These results indicate that the proposed scheme
reduces the delay compared to the conventional scheme where APLs are
located near TEs. The computation time of the proposed scheme is ac-
ceptable for the design phase before the service is launched. The proposed
scheme can contribute to a network design that detects newly added objects
quickly in the monitoring services.
key words: IoT service, network design, edge computing, data analysis,
low-delay network

1. Introduction

Internet-of-Things (IoT)-based systems provide various ser-
vices via a wide-area network using cloud services [1],
[2], advancing edge computing technology [3], and fifth-
generation (5G) services [4]. One of the typical IoT services
is provided by a monitoring system that processes two types
of data (reference data and monitoring data) to determine
actions to be taken. The reference data is usually stored such
as database (DB) and used by the application. The sensor
collects the monitoring data to be used by the application.
For example, cameras are used to detect specific people or
vehicles [5] or to detect noise tomonitor the normality of fac-
tory production lines [6]. Other examples include a growth
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management system in which an optimal growth condition is
determined from the reference data such as air temperature,
weather, etc., and the monitoring data from farm sensors.
Also, in the monitoring systems that require decisions based
on the latest data, such as the detection of fleeing criminals
by surveillance cameras or automated driving, the applica-
tion must process the latest reference data as new data is
added.

When the service is provided over a wide area network,
the reference data is typically located at the center of the
network, and the applications are typically located at the edge
of the network [7], [8]. Sensors are generally distributed over
a wide area as terminals of a network. To detect the latest
data quickly, it is required to receive the reference data and
monitoring data at the application quickly and accelerate the
application processing. Either the computer’s performance
needs to be improved or the computing resources should
be reserved to accelerate the application processing. The
server performance can be controlled by the service provider.
The processing delay may be reduced with sufficient server
resources. On the other hand, the transmission distance
needs to be reduced to suppress delay. Since the route of
optical fiber cannot be changed immediately, it is necessary
to design a network with a short transmission distance by
devising the allocation of application (APL) and DB. For
example, there is about 2000 km from one end to the other
in Japan, and the transmission delay of optical fiber alone
is equivalent to a delay of 10ms. The impact of delays is
even greater when the country is as large as the United States
or China. This transmission delay may not be negligible in
mission-critical applications.

When reducing transmission delay to detect newly
added reference data quickly, it is necessary to focus on
the transmission route of the reference and monitoring data.
Fig. 1(a) shows the data exchange of the reference and mon-
itoring data among DB, APL, and IoT devices located at
terminal endpoints (TEs). TEs indicate sensors, such as
monitoring cameras or in-vehicle global positioning systems
(GPS), and IoT devices, like sprinklers at farms or automo-
bile navigation systems. DB indicates a centralized data
source that stores a large number of reference data, such as
personal data of fleeing criminals or location data of dis-
asters. Usually, DB and APL are allocated to servers with
CPU, memory, and storage. The monitor data collected at
TE and the updated reference data at DB are sent to APL.
In Fig. 1(a), Tte indicates a delay until the monitoring data
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Fig. 1 Route of reference data and monitoring data.

arrives at APL, and Tdb indicates a delay until the updated
reference data arrives at APL. The delay between the latest
update of reference data and the start of processing at APL
is expressed as max(Tte,Tdb). Therefore, to reduce the delay
in detecting newly added reference data, it is necessary to
reduce max(Tte,Tdb).

The delay in the carrier network, i.e., the delay between
TEs on both ends, consists of the queuing delay of network
equipment and the transmitting delay of optical fibers. In
this paper, we assume TE and IoT devices are co-located
and connected by a fixed-line. In some use cases, TE and
IoT devices may be connected through wireless. When the
delay between TE and IoT devices is affected by wireless
conditions, we target only use cases to prevent delay degra-
dation by managing power supply status, the number of con-
nections, etc. Delay-sensitive mission-critical services are
usually provided by networks whose delay is guaranteed by
service level agreements (SLAs). Network equipment with
sufficient resources can control traffic congestion and queu-
ing delays. However, the transmitting delay of an optical
fiber cannot be reduced unless the transmission distance is
shortened. This transmitting delay depends on the network
topology among DB, APLs, and TEs. A network design
scheme that reduces the transmission distances of the ref-
erence data and monitoring data is required to reduce the
transmission delay of an optical fiber.

To address the above issue, this paper proposes a net-
work design scheme to minimize the transmitting delay. In
the proposed scheme, the network design selects the servers
to which DB and APL are allocated from multiple candidate
servers and determines the server to which TE belongs. We
tend to think that the case where TE belongs to the near-
est server is the one with the minimum delay. However, a
network in which TEs belong to the nearest server (conven-
tional scheme)may not have aminimumdelay. The proposed
scheme minimizes the maximum transmission delay.

In the proposed scheme, the network design scheme
is formulated as an integer linear programming problem
(ILP) that minimizes max(Tte,Tdb). We express the value

of max(Tte,Tdb) as Tdelay. We evaluate the proposed scheme
in terms of delay for two basic network topologies and an as-
sumedmonitoring camera system network located at stations
of Super Express (Shinkansen) in Japan. In basic network
topologies, we assume that the servers are located at the
node locations of COST239 [9] and JPN Kanto region [10].
TEs are uniformly distributed in the square area, includ-
ing each node. Numerical results observe that the proposed
scheme reduces Tdelay compared to the conventional scheme
in which TEs select the nearest server. We also evaluate the
computation time of solving the proposed scheme. These
results indicate that the computation times are acceptable for
a network design process before launching the service.

This paper is an extended version of the work [11]. The
main additions are as follows. We present related works and
the originality of our work. We extensively investigate the
dependency of computation time on the number of TEs and
servers and provide the delay and computation time with an
assumed monitoring camera system network which is more
similar to an actual service.

The rest of the paper is organized as follows. Section 2
presents the related works and the position of work. The
system model, effective use-case, and formulation for the
proposed scheme are presented in Sect. 4. In Sect. 5, we
evaluate the proposed scheme in terms of delay and com-
putation time and compare it to the conventional scheme
using typical network topologies (COST239 and JPN) and a
network of the assumed monitoring camera system network.
Finally, Sect. 6 concludes the paper.

2. Related Works

Several types of research works have been studied on de-
lay reduction in IoT services using multiple clouds via a
wide-area network [12]–[18]. These works are based on
the distributed allocation of functions at multiple clouds and
focus on controlling the transmitting and processing delays.

Distributed processing environments, such as the edge
and Fog cloud, are used in event detection and anomaly
detection systems, and research is being conducted to opti-
mize the amount of computation and processing delays [12].
A partitioning model of the data stream was presented and
shown to enable highly parallel processing with low delay
by limiting the buffering imposed on event detection when
there are dynamic variations in load [13]. A big data plat-
form for low-delay traffic flow analysis based on real-time
data was launched, and low-delay detection and classifica-
tion of events at highways using the big data platform was
reported.

In distributed processing, a method for satisfying de-
lay constraints by managing tradeoffs between delay and
resources of computation and network was reported in [16].
Distributed processing systems that offload processing to re-
duce delay face the issue of not being able to process heavy
tasks due to a lack of available resources or limited com-
puting power. To address this issue, an optimized offload
solution for efficiently allocating in the case of resource con-
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tention was presented in; this proposal has shown its poten-
tial to reduce the average delay in heterogeneous clouds [17].
The challenge of distributed processing in real-time IoT ap-
plications is using limited resources to control processing
and queuing delays effectively. In [18], a two-stage tandem
queuing model was developed to predict an average end-to-
end delay in two classes of networks, which are edge sensor
networks (ESNs) and data center networks (DCNs). This
effort can be assumed to predict queuing delays for confor-
mance and monitoring for delay-sensitive IoT applications.

In an IoT-based camera analysis system, thework in [19]
presented the smart cameras and base station task offloading
scheme, and the uplink-downlink bandwidth allocation are
jointly optimized to minimize the delay. The works in [20]
presented an approach that distributes tasks to edge servers
based on estimated waiting time (queuing delay and pro-
cessing delay) to minimize the delay. The work in [21] pre-
sented that an end-to-end delay is minimized by distributing
jobs and communicating with each other among distributed
edges. Q. Fan et al. [22] introduced a workload alloca-
tion scheme to minimize the response time of applications,
which considers both the network delay and computing de-
lay. The work in [23] presented a service chaining scheme
to minimize service time by optimizing the number of clus-
ters in the multiple clustered edge cloud. The work in [24]
presented a workload allocation scheme to guarantee power
consumption and delay for the balance between delay and
power consumption.

The above works target the suppression of processing
and queuing delays and the optimal offloading in processing
systems. For mission-critical and delay-sensitive applica-
tions, it is usual to provide using a delay-guaranteed network
and sufficient processing power. There is no proposal for
a network design scheme focusing on transmission delay,
which is the target of this paper. With telecommunication
carriers providing selectable multiple transmission routes
and cloud providers offering selectable multiple cloud loca-
tions, IoT application providers need to design a low-delay
network from multiple servers and transmission paths. The
proposed scheme is positioned as a solution for this network
design issue used by IoT service providers.

3. Motivation and Prerequisite

3.1 Motivation of Network Topology Design

In this section, we discuss the necessity of a network design
scheme for reducing the delay. Figure 2 shows an example
topology using TEs and servers, where Server B is assumed
as a central cloud server. Figure 3 shows two examples of the
network configuration. DB is allocated on server B in both
configurations. In configuration A, APLs are allocated to the
servers nearest TE. APLs are allocated to servers A and C,
since TEs 1 and 2 select nearest server A, and TEs 3 and 4 se-
lect nearest server C. Tdelay of configuration A is 10 seconds.
In configuration B, the servers that allocate APLs and con-
nect TEs are determined to minimize Tdelay. On one hand, if

Fig. 2 Example topology using TEs and servers; each number attached
to a link indicates a delay associated with that link.

Fig. 3 Examples of network configuration of DB, APLs, and TEs.

TEs 3 and 4 select server C, Tdelay is 10 seconds, since Tmax
te

and Tmax
db are four and 10 seconds, respectively. Tmax

te , which
is four seconds, is determined by the link between TE 2-
server A and the link between TE 3-server C. Tdelay, which
is 10 seconds, is determined by the link between server B-
server C. On the other hand, if TEs 3 and 4 select server B,
Tdelay is nine seconds, since Tmax

te and Tmax
db are nine and eight

seconds, respectively. Tmax
te , which is nine seconds, is de-

termined by the link between TE 4-server B. Tmax
te , which is

eight seconds, is determined by the link between server A-
server B. Therefore, APLs are allocated to servers A and B,
since TEs 1 and 2 select the nearest server A and TEs 3 and 4
select server B which is not the nearest server. Tdelay of con-
figuration B is nine seconds. From the above examples, we
can summarize that locating APLs on servers near TEs does
not guarantee reducing delay. Thus, an effective network
design scheme is required for minimizing Tdelay.

3.2 Prerequisites of Data Exchange for Processing Model

We discuss the prerequisites of the processing model for the
monitoring system focusing on a data flow. Various IoT
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architectures have been presented, including four-layer [25]
and five-layer models [26], [27]. In the commonality of these
models, there are an input/output (I/O) device layer and an
application layer offloaded from the cloud [12], [25]–[27].
It effectively reduces delay and bandwidth consumption in
the network by offloading applications from the cloud to
the edge. When determining an optimal control from a
variety of information obtained by various sensors, such as
vehicle traffic optimization or smart home, there may be
no DB with reference data in the systems. On the other
hand, in the monitoring systems, such as person detection of
criminals or detection of abnormal noise in factories, there is
usually aDBwith reference data to be collatedwith data from
sensors. Inmany cases,MessageQueueTelemetry Transport
(MQTT) [28] is adopted as a protocol for data exchange [25],
and an asynchronous one-to-many publish/subscribe type
communication is supported. Considering these conditions,
as shown in Fig. 1, we assume that TEs as sensors invariably
send monitoring data to APL and that the updated reference
data at DB is sent to APL in a push type.

4. Proposed Scheme

4.1 Overview

The proposed scheme is intended to design a low-delay net-
work considering the reference data and monitoring data.
The maximum value of the transmission delay between DB
and APL among all selected links is expressed as Tmax

db . The
maximumvalue of the transmission delay betweenAPLs and
TEs among all selected links is expressed asTmax

te . As shown
in Fig. 1(b), the delay can be expressed as the larger value
of Tmax

te and Tmax
db . If Tmax

db is larger than Tmax
te , the detecting

using the newly added data starts Tmax
db after updating DB. If

Tmax
te is larger than Tmax

db , the detecting using the newly added
data starts Tmax

te after the latest monitoring at TE. The delay
between the latest update of the reference data and the start
of detecting a newly added reference data,Tdelay, is expressed
as max(Tmax

te ,Tmax
db ).

We set the above delays so that they are independent
of how the equipment is set up or how much traffic there
is. Since the proposed scheme targets networks for delay-
sensitive services, we assume a network with guaranteed
delay. Communication carriers can control the equipment
resources in the network and guarantee SLAs [29], [30]. In
other words, carriers know how long it takes to get from one
user-network interface in the network to another and man-
age their equipment resources to meet the standards set by
SLAs. We assume that transmission delays are measured in
advance, such as round-trip time (RTT) measurement with
ping [31], transmission delay calculation using packet times-
tamps of network time protocol (NTP) [32] or precision time
protocol (PTP) [33], in various situations including conges-
tion and non-congestion periods. These transmission delays
typically incorporate the queuing delay in network equip-
ment. With these assumptions, we achieve a network design
of the logical topology of TEs and servers; each delay of

Fig. 4 Assumed network design steps before launching an application.

a logical link in the proposed scheme reflects the network
equipment configuration and traffic conditions.

As shown in Fig. 4, we assume four steps in network
design before launching an application. Step 1 is retrieving
information about the TE, server, and links. The information
consists of the participating TEs, the candidate TE-server
links, the candidate servers, and the candidate server-server
links, etc. Step 1 is outside the scope of this study, as it com-
pletely depends on the service provider’s operation. Note
that the time taken for Step 1 may not be the dominant time
since the service provider retrieves its own customer and
network information held by itself. Step 2 is measuring the
delay of all candidate links of TE-server and server-server. If
the delay of all links is contained in the information of Step 1,
Step 2 can be skipped. The number of these measurements
increases linearly with the number of links. Normally, when
measuring RTT using ping [31], one measurement can be
completed in ms order or less in the managed network in
Japan. If the measurement time is 100ms for one measure-
ment, the measurement time of 1000 links will be completed
in about 100 seconds, so it will not be the dominant time
in network design. Furthermore, if the measurements can
be performed in parallel, the time is expected to be reduced.
Step 3 is determining the optimal network topology. The
proposed scheme targets Step 3. It is required that the op-
timal design is completed in an appropriate amount of time
allowed before launching the service. Step 4 is deploying ap-
plications on distributed servers and setting up connections
for the selected TE-server and server-servers links. The time
required for Step 4 is outside the scope of this study, as
it completely depends on the service provider’s operation.
Note that Step 4 can process in parallel since all selected
links and servers to use have been determined in Step 3.
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4.2 Formulation for Proposed Scheme

In this section, we formulate the proposed network design
scheme as an ILP problem to minimize the delay. The net-
work is modeled as an undirected graph G(V,E), where V
and E indicate sets of nodes and non-directional links, re-
spectively. The set of TEs is represented by VT ⊆ V . The
set of servers is represented by VS ⊆ V . VT ∪VS = V since a
node is either a TE or a server, andVT∩VS = ∅ since no node
is both a TE and a server. The set of links between TE and
server is represented by ET ⊆ E; a link between TE t ∈ VT
and server i ∈ VS is symbolized by (t, i) ∈ ET. The set of
links between server and server is represented by ES ⊆ E; a
link between server i ∈ VS and server j ∈ VS is symbolized
by (i, j) ∈ ES. ET ∪ ES = E since a link is either a link
between TE and server or a link between server and server,
and ET ∩ ES = ∅ since no link is both a link between TE
and server and a link between server and server. The delay
of link (t, i) ∈ ET is represented by dti . The delay of link
(i, j) ∈ ES is denoted by di j .

The maximum number of TEs that accommodate
server i ∈ VS is denoted by Mi . Ki is a binary parameter
for i ∈ VS, where Ki=1 if server i can be allocated DB,
and Ki=0 otherwise. xkl is a binary variable for (k, l) ∈ E ,
where xkl=1 if link (k, l) is selected, and xkl=0 otherwise.
yi is a binary variable for i ∈ VS, where yi=1 if sever i
is allocated APL, and yi=0 otherwise. zj is a binary vari-
able for j ∈ VS, where zj=1 if sever i is allocated DB, and
zj=0 otherwise. The maximum delay of a link between
TEs t ∈ VT and server i ∈ VS that accommodates an ap-
plication is denoted by Tmax

te = max(t ,i)∈ET (dti · xti). The
maximum delay of a link between server i that accommo-
dates an application and server j that has the database is
denoted by Tmax

db = max(i, j)∈ES (di j · xi j). Tdelay is denoted by
Tdelay = max(Tmax

te ,Tmax
db ) as the objective function.

DBandAPLallocation problem in the proposed scheme
is formulated as an ILP problem by:

Objective min Tdelay (1a)

s.t.
∑
i∈VS

xti = 1,∀t ∈ VT (1b)∑
t∈VT

xti ≤ Mi,∀i ∈ VS (1c)∑
i∈VS

zi = 1 (1d)

zi ≤ Ki,∀i ∈ VS (1e)
yi ≥ xti,∀i ∈ VS, (t, i) ∈ ET (1f)
dti xti ≤ Tmax

te ,∀(t, i) ∈ ET (1g)
di j xi j ≤ Tmax

db ,∀(i, j) ∈ ES (1h)
Tmax

te ≤ Tdelay,∀(t, i) ∈ ET (1i)
Tmax

db ≤ Tdelay,∀(i, j) ∈ ES (1j)
xi j ≥ zj + yi − 1,∀(i, j) ∈ ES (1k)
xi j ≤ yi,∀(i, j) ∈ ES (1l)

Table 1 Given parameters and decision variables.

Given dt i Delay between TE t and server i
parameters di j Delay between server i and server j

Mi Maximum number of TEs who belong
to server i

Ki Server i can be allocated DB or otherwise
Decision Tdelay Delay between latest update of reference data
variables and the start of processing updated data

Tmax
te Maximum delay between TEs

and APLs
Tmax

db Maximum delay between DB and APLs
xkl Link between node k and l is selected

or otherwise
yi Server i is selected or otherwise
zi Server i is allocated DB or otherwise

xi j ≤ zj,∀(i, j) ∈ ES (1m)
xkl ∈ {0,1},∀(k, l) ∈ E (1n)
yi ∈ {0,1},∀i ∈ VS (1o)
zi ∈ {0,1},∀i ∈ VS. (1p)

Table 1 shows the given parameters and decision vari-
ables. Equation (1a) expresses the objective function, which
minimizesTdelay. Equation (1b) represents that one link is se-
lected between TE and server. Equation (1c) represents that
the sum of the number of TEs that select server i ∈ VS does
not exceed Mi . Equation (1d) represents that one DB can be
allocated to the network. Equation (1e) represents that DB
is allocated to servers i, i.e., Ki=1. Equation (1f) represents
that APL is allocated to a server, if the server is selected by
at least one TE. Equation (1g) expresses that the maximum
delay of a link between TE and APL is Tmax

te . Equation (1h)
expresses that the maximum delay of the selected link be-
tween APL and DB is Tmax

db . Equation (1i) expresses that the
maximum delay of the selected link between TE and APL is
Tdelay. Equation (1j) expresses that themaximumvalue of the
selected link between APL and DB isTdelay. Equations (1k)–
(1m) indicate that yi · zj = xi j is satisfied at sever i ∈ VS,
server j ∈ VS, and link (i, j) ∈ ES. Equations (1n)–(1p) state
that xkl , yi , and zi are binary variables.

5. Evaluation

We assess the performance of the proposed scheme in terms
of delay and computation time, and compare it with the
conventional scheme. Each TE can select any server under
the restriction. This assumption is based on the following
conditions. TE accommodates an exchange office of the
network via an optical fiber or Ethernet cables and connects
to the distributed server via a carrier network. Any logical
connection between TE and the server is possible in the
carrier network. Considering these conditions, we simply
assume that TE can select any server.

In a commercial network, the transmission distance is
not proportional to the delay because traffic passes through
transport devices, routers, and switches. Note that, typi-
cally, the longer the transmission distance, the greater the



908
IEICE TRANS. COMMUN., VOL.E106–B, NO.10 OCTOBER 2023

number of devices passed through; for this reason, we as-
sume that the delay is proportional to the distance in this
evaluation. When a service provider uses the proposed
scheme, the delay should be determined according to the
last paragraph of Sect. 4.1. Based on this assumption, we
treat a 100 km transmission delay as a 0.5 ms delay in
each link. Computation time is the average time consid-
ered by solving the ILP problem five times. Tdelay of the
conventional scheme is obtained by using the ILP problem
in (A· 1a)–(A· 1b) at Appendix. We solve the ILP prob-
lem mentioned in (1a)–(1p) using Solving Constraint Inte-
ger Programs (SCIP) [34]; the computer is configured with
the Intel(R) Xeon(R) Gold6132 CPU 2.60GHz, and 196GB
memory is used.

5.1 Basic Performance for Typical Network

We evaluate the proposed scheme with two different topolo-
gies and observe the topology dependency. We assume that
the servers are located at the nodes of COST239 [9] and JPN
Kanto region [10], as shown in Fig. 5. The link distance
in COST239 and JPN Kanto region is treated as a linear
distance on the coordinate axes based on the latitude and
longitude of each node. Logically, all servers can commu-
nicate with each other by links of their shortest routes. For
example, London is connected to Luxembourg via Brussels.
The delay of a link between a TE and a server is treated as a
linear distance on the coordinate axes based on the latitude
and longitude. As the delay of the link, one unit of the co-
ordinate axes is treated as 100 km. We assume that groups
of 1000 TEs are uniformly distributed in each square area,
as shown in Fig. 5. For COST239, we set VT=1000, VS=11,
ET=11000, and ES=55. For JPN, we set VT= 1000, and VS =
8. We set ET=8000, VS=8, and ES=28.

We discuss the delay performance of the proposed and
conventional schemes using the two topologies. Figures 6(a)
and (b) showTdelay of the proposed and conventional schemes
with Mi=1000, where i ∈ VS. The red bars indicate the
value of the conventional scheme, and the number at the
horizontal axis indicates the server location where DB is
allocated; the mapping of the server number and its location
is mentioned in Fig. 5. For example, the first red bar (sever
1) indicates Tdelay at the condition that DB is allocated to
the server at Copenhagen node. From Fig. 6(a), we observe
that Tdelay using the proposed scheme is smaller than that
of the conventional scheme; DB is allocated to any server
in the conventional scheme. Tdelay of the proposed scheme
is 78 percent compared to that of the conventional scheme
for server 3 in COST239. As shown in Fig. 6(b), Tdelay of
the proposed scheme is 80 percent compared to that of the
conventional scheme for server 5 in JPN.The delay is reduced
because each TE selects the optimal APL server considering
the delay between DB and APL. In the conventional scheme,
TE selects the nearest server as APL without considering the
delay between DB and APL. These results indicate that the
proposed scheme reduces the delay regardless of the network
topology of servers. These results indicate that, as shown in

Fig. 5 Location of servers and TEs.

Figs. 3(a) and (b), there exists a server selection that reduces
the delay rather than selecting the nearest server, and the
network design using the proposed scheme achieves a server
selection that minimizes the delay.

We discuss the results of the delay performance with
Mi limitation. We choose two conditions for Mi limitation,
considering the value of the total accommodatable num-
ber of TEs by all servers,

∑
i∈VS Mi . In the first condition,∑

i∈VS Mi is 1001 for COST239, where Mi = 91, and 1000
for JPN, where Mi = 125. In the second condition,

∑
i∈VS Mi

is 1320 for COST239, where Mi = 120, and 1600 for JPN,
where Mi = 200. In the first condition,

∑
i∈VS Mi is ap-

proximately equal to the total number of TEs. The second
condition is more relaxed than the first one in terms of Mi .
Figures 7(a) and (b) show Tdelay of the proposed and conven-
tional schemes with Mi limitation for COST239 and JPN,
respectively, where i ∈ VS. Tables 2 and 3 show the servers
where DB and APL are allocated in the proposed and con-
ventional schemes. Tdelay of the proposed scheme in Fig. 7(a)
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Fig. 6 Tdelay using proposed and conventional schemes.

Fig. 7 Tdelay with Mi limitation using proposed and conventional
schemes, where i ∈ VS.

increases due to a decrease in Mi , but that of the conventional
scheme does not increase. This is because the number of TEs
per server is averaged since TE selects servers near TEs in
the conventional scheme. In Fig. 7(a), Tdelay of the proposed
scheme is reduced with Mi = 1000,120 compared to that of
the conventional scheme. As shown in Fig. 7(b), the delay
reduction of the proposed scheme is also achieved in JPN.
As shown in Mi=91 of Fig. 7(a) and Mi=125 of Fig. 7(b),
when Mi constraints become stronger, the selectable server
will be limited and the merits of the proposed scheme will
decrease. These results indicate that the proposed scheme is
effective for reducingTdelay under the condition of lenient Mi

limitation, regardless of the server topology. The reason for

Table 2 Allocation of DB and APL using proposed and conventional
schemes in COST239.

Mi Proposed Conventional
APL DB APL DB

1000 2, 3, 4, 5, 6 6 1, 2, 3, 5, 7 3
8, 9 8, 9, 10

120 3, 4, 5, 6, 7 9 1, 2, 3, 5, 6 3
8, 9, 10, 11 7, 8, 9, 10, 11

91 1, 2, 3, 4, 5, 3 1, 2, 3, 4, 5 3
6, 7, 8, 9, 10, 11 6, 7, 8, 9, 10, 11

Table 3 Allocation of DB and APL using proposed and conventional
schemes in JPN.

Mi Proposed Conventional
APL DB APL DB

1000 1,4 2 1, 2, 4, 5, 6, 8 5
200 1, 4, 5, 6, 7, 8 5 1, 2, 3, 4, 5 4

6, 7, 8
125 1, 2, 3, 4, 5 4 1, 2, 3, 4, 5 4

6, 7, 8 6, 7, 8

these results is that under the lenient Mi limitation, there are
many candidates of the sever selection that reduces the delay
rather than selecting the nearest server. The service provider
usually has the server resources that process the application
without delay. However, if the service provider recognizes
the delay degradation caused by Mi limitation during the
network design phase, it can use the proposed scheme to
augment server resources and reduce the delay.

We discuss the effective case of the proposed scheme
from the perspective of TE distribution. Since Tmax

te is min-
imized in the conventional scheme, the effective case of the
proposed scheme needs to satisfy the condition that Tdelay
is determined by Tmax

db . Figures 8(a) and (b) show two dif-
ferent types of TE distribution. In Type-A, 1000 TEs are
located near the servers. In Type-B, TEs are located far from
servers. Figure 9 shows the ratio of the proposed and con-
ventional schemes forTdelay at three types of TE distribution:
(i) Type-A in Fig. 8, (ii) Fig. 5(b), and (iii) Type-B in Fig. 8.
It is evaluated with Mi=1000 and Ki=1 for all servers for
the proposed and conventional schemes. As shown in Fig. 9,
the proposed scheme is effective to reduce Tdelay under the
condition that Tdelay is determined by Tmax

db ; Tmax
db ≥ Tmax

te .
The proposed scheme is effective to reduce Tdelay under the
condition of Tmax

db ≥ Tmax
te . These results indicate that the

proposed scheme is effective for a wide-area network with
multiple distributed clouds.

We discuss the computation time of the proposed
scheme. We investigate the dependency of computation
time on the number of TEs and servers. Figures 10(a)
and (b) show the location of 10 TEs and 100 TEs. Fig-
ures 10(c) and (d) show the location of the 3 servers and
40 servers. In Fig. 10(d), four cities with larger populations
in each prefecture are added as new server locations. The
location of new servers is based on the latitude and longi-
tude information of the city. We assume that the new servers
connect to the representative node in each prefecture shown
in Fig. 5(b). Table 4 shows the computation time for the
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Fig. 8 Different patterns of TEs’ location.

Fig. 9 Ratio ofTdelay obtained by proposed scheme to that of conventional
scheme.

combined patterns of each number of TEs and servers. The
maximum computation time with 1000 TEs and 40 servers
is 9709 [sec] (2.7 hours) with the variance of 2270 [sec2].
This is usually an acceptable network design time before the
service launch. However, for applications with thousands of
TEs where network design must be determined in real-time,
it is an issue to reduce the computation time. Table 5 shows
the computation time and variance at evaluation of Mi lim-
itation of the proposed scheme for COST239 and JPN. For

Fig. 10 Locations of TEs and servers.

Table 4 Average computation time [sec] and variance [sec2] for com-
bined patterns of each number of TEs and servers.

No. of TEs
No. 10 100 1000
of servers Time Var. Time Var. Time Var.
3 0.01 0.000 0.03 0.000 0.25 0.000
8 0.09 0.000 0.88 0.000 29 0.034
40 3.7 0.001 50.5 0.162 9709 2269.590

Table 5 Average computation time [sec] and variance [sec2] for proposed
scheme.

COST239 JPN
Mi Time Var. Mi Time Var.
1000 76.1 0.2 1000 43.5 0.4
120 1429.3 46.8 200 70.2 0.7
91 401.8 17.2 125 65.6 0.4

both COST239 and JPN with Mi limitation, the computation
times are less than 25 [min] (1500 [sec]) with the variance of
less than 50 [sec2].

5.2 Network of Assumed Monitoring Camera System

In this section, we compare the proposed and conventional
schemes under conditions more similar to an actual service
network. We consider a use-case where surveillance cam-
eras are located at railway stations. DB and APL can be
allocated on servers on the cloud located throughout Japan.
The location of TEs has assumed the station of the super
express, as shown in Fig. 11(a). The number of stations is
108. The location of servers and the links between servers
are assumed the node and link of JPN48 (remove Okinawa
node) [10], respectively, as shown in Fig. 11(b). The number
of serves is 47. We assume that each TE can be connected
to all servers. For example, the camera at the Sin-Hakodate
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Fig. 11 Locations of TEs and servers for assumed monitoring camera
system network.

Hokuto Station can be connected to all servers. We assume
that all servers are logically connected via JPN48 links. For
example, the Sapporo node is connected to the Sendai node
via the Morioka node. In this network, the number of candi-
date links between TEs and servers is 5076, and the number
of candidate links between servers is 1081. The distance
between TEs and JPN48 nodes is assumed to be three times
the straight line distance on the map based on the latitude
and longitude. This assumption is based on a typical local
network with a ring-topology. The distance between servers
is assumed the link distance of JPN48.

We discuss the network topology of the monitoring
camera system network. Figures 12(a) and (b) show the net-
work topologies for the conventional and proposed schemes,
respectively. In both schemes, DB is allocated to the Tokyo
server. In the conventional scheme, as shown in Fig. 12(a),
Tmax

te is 1.8ms between TE of the Shin-Hakodate Hokuto
station and the Sapporo server. Tmax

db is 7.2ms between the

Kagoshima server (APL) and the Tokyo server (DB). Tdelay
is 7.2 ms. In the proposed scheme, as shown in Fig. 12(b),
Tmax

te is 4.9ms between TE of the Kagoshima-Chuo station
and the Kochi server. Tmax

db is 4.8 ms between the Kochi
server (APL) and the Tokyo server (DB). Tdelay is 4.9ms.

We discuss the results of the delay performance under
the condition that DB location is fixed. Figure 13 shows
Tmax

db and Tmax
te in the conventional and proposed schemes.

In Fig. 13, DBs are allocated on Sendai, Tokyo, Nagoya,
Osaka, and Hiroshima servers. Using the proposed scheme,
the delay of the proposed scheme, where DBs are allocated
at Sendai, Tokyo, Nagoya, Osaka, and Hiroshima servers,
are 65.4, 67.6, 70.5, 82.4, and 86.8 percent, respectively,
compared to that of the conventional scheme. In the conven-
tional scheme, as shown in Fig. 12(a), TEs select a nearest
server; Tmax

te and Tmax
db are 1.8ms and 7.2ms, respectively.

In the proposed scheme, as shown in Fig. 12(b), TEs select
the server to minimize Tdelay; Tmax

te and Tmax
db are 4.8ms and

4.9ms, respectively. From these results, Tmax
te of the pro-

posed scheme is increased from 1.8ms to 4.9ms but Tmax
db

of the proposed scheme is reduced from 7.2ms to 4.8ms.
Therefore, Tdelay of the proposed scheme is reduced from
4.9ms to 4.8ms. TEs, located near DB that is not involved
in determining Tdelay, select the nearest server in the same
way as the conventional scheme. For example, TEs in the
vicinity of the Tokyo server select the nearest Tokyo server
for the conventional and proposed schemes since Tdelay is the
same whether they select either the Tokyo or the Yokohama
server. Regarding the location of DB, the delay reduction of
the proposed scheme is less effective if the location of DB is
near the center of the inter-server network. If DB is allocated
far from the center of the inter-server network, Tdelay could
be reduced by optimizing the location of APLs.

We then discuss the results of the delay performance
under the condition that DB location is not fixed. In Fig. 13,
when the location of DB is not fixed, it is observed that Tdelay
is minimized compared to the results where the location of
DB is fixed. The delay of the proposed scheme when the
location of DB is not fixed is 53 percent compared to that
of the conventional scheme in which DB is allocated at the
Tokyo server. In the proposed scheme, when the location of
DB is not fixed, DB is allocated at the Nagoya server. It is
an optimal DB location in which Tdelay is minimized at the
condition that the location of DB is not fixed. If there is
no constraint on the location of DB, the network topology
including the location of DB can be determined to minimize
Tdelay. When the location of DB is not fixed, it can be
observed that Tdelay is reduced compared to the case where
DB location is not fixed. It can be reduced Tdelay by locating
DB in an area near the center of the inter-server network so
that the delay between DB and APL is reduced.

We discuss the computation time of the proposed
scheme. Table 6 shows the computation time and variance
of the proposed scheme. The computation times are less
than 25 [sec] when the position of DB is fixed. When the
location of DB is not fixed, the computation time is 96 [sec]
since the location of DB needs to be optimized. In case the
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Fig. 12 Determined network topologies using conventional and proposed schemes when DB is allo-
cated at Tokyo server.

Fig. 13 Tdelay, Tmax
db and Tmax

te , of conventional and proposed schemes.

Table 6 Average computation time [sec] and variance [sec2] for proposed
scheme.

Location of DB Time Var.
Sendai 22.9 0.103
Tokyo 15.4 0.058
Nagoya 5.3 0.006
Osaka 2.1 0.002
Hiroshima 2.2 0.001
Free DB 96.0 0.070

location of DB is fixed, the number of candidate servers for
DB is one, and the number of candidate servers for APL is
47. In the non-fixed DB location case, the number of candi-
date servers for DB and APL is 47. The above results show
that the computation time is acceptable for a network design
process before the service is launched.

6. Conclusion and Future Direction

This paper proposed a network design scheme for detecting
quickly in delay-sensitive monitoring services. In this paper,
we consider reducing the delay between the latest update of
reference data and the start of processing the updated data.
The proposed scheme achieves minimal transmission delay
by providing a network design scheme for databases, appli-
cations, and IoT devices. We evaluated the delay reduction
and computing time of the proposed scheme. In JPN and
COST239, the delays of the proposed scheme are 78 and 80
percent, respectively, compared to the conventional scheme.
In the assumed monitoring camera system network, the de-
lays of the proposed scheme where DB is allocated in the
Tokyo server are less than 70 percent compared to that of
the conventional scheme when DB is allocated in the Tokyo
server. The delays of the proposed schemewhereDB is not in
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the fixed location are less than 55 percent compared to that of
the conventional scheme when DB is allocated in the Tokyo
server. From these results, the proposed scheme contributes
to designing an IoT network to detect the newly added ref-
erence data more quickly. When the proposed scheme is
formulated as an ILP problem, the computation time is ac-
ceptable for a network design process before launching the
service.

It is necessary to consider additional conditions for ac-
tual networks, such as redundancy, the bandwidth of links,
the maximum resource of each server, and the terminal par-
ticipation scenario. These additional conditions must be
considered as the constraints for network design. Further-
more, to provide multiple different applications using the
same network and the same server, the delay and the connec-
tion between TE-server and server-server should be deter-
mined on an application-by-application basis, and network
resources should be treated in common resources. Devel-
oping the network design scheme that considers these addi-
tional conditions is left as part of future works.
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Appendix: Formulation of Conventional Scheme with
Mi Limitation

In the conventional scheme, DB is allocated to the server
which minimizes the maximum delay of a link between APL
and DB. In terms of the decision of Tmax

te , since it may
not be possible to select the nearest server under the Mi

limitation, we use the server selectionmethod that minimizes
the maximum delay of a link between TE and server.

The server selection problem in the conventional
scheme with Mi limitation is formulated as an ILP prob-
lem by:

Objective min Tmax
te + αTmax

db (A· 1a)
s.t. (1b)–(1h), (1k)–(1p). (A· 1b)

The first term of the objective function in (A· 1a) is the
maximum delay of the link between TEs and servers with
APL. The second term in (A· 1a) is the maximum delay of
the link between servers with APL and servers with DB.
The parameter of α is set in such a way that the second
term is a sufficiently small value and does not affect the first
term. Table A· 1 shows the given parameters and decision
variables.

Table A· 1 Given parameters and decision variables.

Given dt i Delay between TE t and server i
parameters di j Delay between server i and server j

Mi Maximum number of TEs who belong
to server i

α Sufficiently small constant
Decision Tdelay Delay between latest update of reference data
variables and the start of processing updated data

Tmax
te Maximum delay between TEs

and APLs
Tmax

db Maximum delay between DB and APLs
xkl Link between node k and l is selected

or otherwise
yi Server i is selected or otherwise
zi Server i is allocated DB or otherwise
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