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PAPER
High-Throughput Exact Matching Implementation on FPGA with
Shared Rule Tables among Parallel Pipelines

Xiaoyong SONG† ,††a), Zhichuan GUO† ,††b), Xinshuo WANG† ,††c), and Mangu SONG† ,†††d), Nonmembers

SUMMARY In software defined network (SDN), packet processing is
commonly implemented using match-action model, where packets are pro-
cessed based on matched actions in match action table. Due to the limited
FPGA on-board resources, it is an important challenge to achieve large-
scale high throughput based on exact matching (EM), while solving hash
conflicts and out-of-order problems. To address these issues, this study
proposed an FPGA-based EM table that leverages shared rule tables across
multiple pipelines to eliminate memory replication and enhance overall
throughput. An out-of-order reordering function is used to ensure packet
sequencing within the pipelines. Moreover, to handle collisions and in-
crease load factor of hash table, multiple hash table blocks are combined
and an auxiliary CAM-based EM table is integrated in each pipeline. To
the best of our knowledge, this is the first time that the proposed design con-
siders the recovery of out-of-order operations in multi-channel EM table
for high-speed network packets processing application. Furthermore, it is
implemented on Xilinx Alveo U250 field programmable gate arrays, which
has a million rules and achieves a processing speed of 200 million opera-
tions per second, theoretically enabling throughput exceeding 100 Gbps for
64-Byte size packets.
key words: field programmable gate arrays (FPGA), match-action table,
exact matching, hash table, hash collision, CAM

1. Introduction

In software defined network (SDN), most network functions
are implemented based on match-action table (MAT) model.
InMAT, the specific fields of data packets are extracted as key
to probe the matching table, and the action instructions that
should be executed are obtained after successful matching
[1], [2]. Exact matching (EM) table plays an important role
and is widely used in packet processing applications such
as packet inspection [3], packet classification [4] and flow
monitoring [5] etc. The processing speed of network pack-
ets and the scale of networks are increasing continuously,
along with higher processing performance requirements for
switch devices, which also demand higher performance and
scalability to exact matching tables.
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Field programmable gate arrays (FPGA) has significant
advantages in terms of programmable flexibility and par-
allel processing, and various network functions are being
offloaded to FPGAs for accelerated processing [6]. How-
ever, neither EM nor content addressable memory (CAM)
is on an FPGA. User needs to design and implement the
matching table based on on-board resources. On FPGA, the
mainly methods to implement exact matching table include
hash-based methods and CAM-based methods. The exact
matching table based on CAM consumes huge resource and
has a low memory efficiency [7]. EM table based on hash
has higher memory efficiency, but there are problems such
as hash collision, insertion difficulty, and nondeterministic
worst case latency [8], [9]. Moreover, both methods will
face difficulties in achieving a large depth or large width EM
on FPGA with a high speed.

In order to improve the throughput of the matching ta-
ble, some designs employ multiple parallel channels. How-
ever, it also brings the problem of memory replication [10],
resulting in huge on-chip storage consumption. Some multi-
channel designs [11], [12] without storage replication also
have the problems of low hash table load factor. Moreover,
different from the out-of-order execution of a general Key-
Value System (KVS) in database, it is necessary to maintain
the sequence order of packets in most of network packet pro-
cessing applications. Hence, the issue of uncertain process-
ing latency or packets out-of-order should also be considered
in network matching table application.

To implement a large-scale high-throughput exact
matching table and solve the problems of hashing collision
and out-of-order among multiple pipelines, this paper pro-
poses a multi-channel exact matching table with shared rule
table, which can improve the processing speed of the match-
ing table without memory replication. Especially, it would
rearrange the out-of-order matching results after processing
to ensure a correct sequence, which avoids packets out-of-
order or error in network. The main contributions of this
work are as follows:

• This paper proposed an FPGA-based exact matching
implementation that leverages shared rule tables across
parallel pipelines to enhance overall throughput with-
out memory replication. The implemented EM table
based on FPGA could insert a million rules, which has
good scalability and achieves a processing speed of 200
million operations per second, theoretically enabling
throughput exceeding 100 Gbps for 64-Byte size pack-
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ets.
• An out-of-order reordering function to recover the order
of matching results within the pipelines to maintain
packet sequence in network packet processing.

• A compact CAM-based exact match table is incorpo-
rated alongside the primary hash-based EM tablewithin
each pipeline to handle hash collisions, which ensures
the important rules can be inserted into rule tables.

2. Exact Match Table Overview

2.1 Match-Action Model

As Fig. 1 shown, match-action model is the mainstream
framework to process data packets in data plane of pro-
grammable devices. At each processing stage of data pack-
ets, the feature match filed in the packet is extracted as Key
and used for MAT table lookup operation [2], [13]. The
action engine then executes actions based on the result of
the table lookup. Among the various types of MAT tables
used in packet processing and pattern matching, the exact
matching table is commonly employed.

There are two main ways to implement EM on FPGA,
which is hash-based EM like [10] and CAM-based EM like
[14]. Both hash-based and CAM-based exact matching
tables have O(1) lookup performance. In contrast, hash-
based EM has higher storage utilization efficiency, while the
SRAM-based CAM has low storage utilization. However,
CAM-based EM does not have the problem like hash colli-
sion or insert difficulty, etc.

2.2 Hash-Based Exact Match Table

The hash-based exact match table shown in Fig. 1(a) is a
fast and efficient data structure that stores Key-Value pairs in
the {Vld, Key, Value} data structure in each address space.
During inserting or querying, the Key is hashed to generate
the corresponding address index, and then the data structure
is stored at the address or retrieved for comparison, ultimately
yielding the corresponding value.

Fig. 1 Basic scheme of match-action model. (a) Architecture of hash-
based exact match table. (b) Architecture of CAM-based exact match table.
(c) Architecture of non-collision exact match table.

2.3 CAM-Based Exact Match Table

Content Addressable Memory (CAM) is a type of memory
that enables fast content queries and has the advantage of
fast search rate. As Fig. 1(b) shown, in CAM-based exact
matching table, the key is entered into CAM to get the match-
ing information matchlines which contains all match result
of each address unit, and the match address index is encoder
by Priority Encoder. Finally, this address is used to read the
corresponding Value from the Value Store.

2.4 Non-Collision Exact Match Table

The probability of collision depends on the hash function,
which is not possible to be perfect, especially in the case of
random and frequently updatable data [7]. In order to solve
the hash conflict, the cuckoo hash [9], multiple level hash
table [10] or chaining [15], adding auxiliary storage [5], [12],
[16], and other solutions have been proposed. Figure 1(c)
shows a non-collision exact match table combinedwith hash-
based EM and CAM-based EM. The rule entry is firstly
inserted into hash-based EM table. If a collision occurs,
the conflicted entry is then inserted into the CAM-based
EM table. This hybrid structure leverages the benefits of
both CAM and hash-based techniques to ensure efficient and
collision-free matching.

3. Architecture

Although hash table has good scalability and high resource
utilization, implementing a high-performance EM table on
FPGA is still a challenge, especially when the size of table
is large. It is difficult to perform matching with sufficient
throughput for wire-speed processing. For instance, in a
100Gbps high-speed network, at least 148.8 million of 64B
size packets per secondmust be processed tomeet processing
speed requirements, which means the operation throughput
of matching table should not be lower than 148.8 million.

The core idea of increasing the processing speed is to
maximize the number of operations processed per clock cy-
cle. Usually, the processing speed is increased by boosting
the main frequency of system or utilization of multiple paral-
lel pipelines [17]. It is not easy to improve the frequency on
FPGA, especially when the entire system is complex and the
table size is large. The problem faced by multiple parallel
pipelines is that it requires multi-port memories or memory
replication to store each rule several times, which consumes
more storage resources. Due to the limited resources on
FPGA, it is not feasible to use the method of memory repli-
cation when implementing a very large scale matching table.

3.1 Parallel Shared Hash Table with CAM Structure

To avoid storage replication and increase the number of en-
tries processed in a single clock cycle, we optimize themulti-
level hash pipeline structure to multiple parallel pipelines
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Fig. 2 Overall architecture of exact table with 4 parallel pipelines.

structure. Additionally, multiple CAM tables were adopted
to handle hash conflicting.

All pipelines share all rules stored in the entire exact
matching table, and each rule is only stored once timewithout
backup. The table in each pipeline can be accessed by the
operation from its neighbor pipeline if needed. For each key,
there is a probability that they will be inserted or matched in
the hash table set of each pipeline. If the operation succeeds
in a hash table set, there is no need to access other tables in
other pipelines. Meanwhile, the tables in other pipelines can
process other operations. In the worst-case scenario, when
all EM tables in all pipelines need to be accessed for each
key, the throughput of the entire EM table is the same as that
of a single pipeline. In the best scenario, all operations are
succeed in the first hash table set they access, and the entire
exact matching table could handle P operations in each clock
cycle. However, for most cases, 1 ≤ p ≤ P, where p is the
number of operations EM can process in a clock cycle and
P is the number of pipelines.

In the entire EM table, there are P parallel pipelines,
each consisting of a set of hash table blocks as the main
storage and a CAM-based EM table as auxiliary storage.
Figure 2 shows the architecture of our EM table with four
parallel pipelines. Multiple hash functions and hash table
blocks are used in each hash table set to reduce the hash col-
lision rate. To avoid the uncertainty in insertion time caused
by cuckoo hashing, we select an empty address space from
multiple alternative addresses in parallel, and the conflicted
new entry would be inserted in other hash table sets instead
of replacing existing entries if there is no empty alternative
address in current hash table set. Entries failed inserted into
all hash tables are eventually inserted into CAM. In order
to maintain the sequence of packets and ensure a constant
search latency, there is a Reorder module behind the hash
table sets and CAM tables to return the searched key and
matched result to its own input pipeline, and unify the la-
tency of each search key according to its operation path.

3.2 Hash Table Block and Hash Table Set

In each pipeline, there is a set of hash-based EM table blocks,

here called the hash table set. Each hash table set consists
of M hash table blocks, and these hash table blocks are
independent and store Key-Value pairs in their address units
with the entry structure of {Vld, Key, Value}. If Vld is ‘1’,
it indicates the entry structure is valid and the slot in hash
table block has been used.

3.2.1 Class H3 Hash Function

The performance of a hashing scheme depends on the colli-
sion handling method and the hashing function chosen [18].

Class H3 hash algorithm [8] was used to perform the
hashing operation on the key, which has been demonstrated
to be effective on distributing keys randomly [10]. Let i
denotes the number of bits for input key, and j denotes the
number of bits for hash index. Let Q denotes a i × j Boolean
matrix. For a given q ∈ Q, let q(m) be the bit string of the
mth row of Q, and let x(m) denote the mth bit of input key.
The hashing function h(x) : A→ B is defined as

h(x) = (x(1) ·q(1))⊕(x(2) ·q(2))⊕ . . .⊕(x(i) ·q(i)). (1)

Compared to other hashing algorithms like Toeplitz
[19], the H3 algorithm not only ensures uniformity and fast
computation but also consumes fewer logic resources when
implemented on an FPGA. The hardware which stores H3
matrix can be organized in a bank of registers. The same
hardware can realize any desired hashing function from this
class and the hashing function can be changed dynamically
by loading data into the bank of registers if needed [18].
To improve the clock frequency, the hashing operation is
pipelined and completed within two clock cycles.

3.2.2 Hash Collision Handling

To reduce hash collisions, an independent H3 hash matrix
is set for each hash table block, and the entire EM table has
P × M H3 hash matrices and P × M hash function units.
If a hash collision occurs during insertion, the new entry
would select another empty slot to insert, instead of replacing
the original entry like cuckoo hashing. In each hash table
set, M hash function units perform hash calculations on the
same key parallelly, and then choose an address without hash
conflict from the M candidate addresses for insertion. With
an increasing number of hash table blocks in each hash table
set, the hash collision rate would be reduced significantly,
which would be explained further in Sect. 4.1. If there is
no empty candidate address in the current hash table set,
the insertion operation proceeds to the hash table set of the
next pipeline. If all hash tables fail to insert, the conflicting
entries are stored in the CAM table finally.

3.2.3 Operations

• Insert: As illustrated in Fig. 3, for each hash table set,M
hash function units in this set first generateM candidate
addresses for the key during entry insertion. Then the
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Fig. 3 Insert process of hash table set.

Fig. 4 Query process of hash table set.

entry structure stored in the candidate address of each
hash table block is read. If the Vld bit in entry structure
is ‘0’, the address is empty, and ‘1’ indicates that this
address space has been already in use. The Collision
handling logic selects a hash table block with empty
candidate address to insert. Write logicwrites the entry
structure of new entry into the corresponding address
of the selected table.

• Query: As illustrated in Fig. 4, after hashing calculation
and entry structure reading, the queried key is compared
with all keys in valid entry structures. After comparing,
Compare logic encodes all comparison results and gets
the matching address, and then the matching value is
selected according to the matching address.

• Delete: Performs a query operation firstly. After the
matching is successful, the content of the matching ad-
dress is written to 0 to delete the entry.

3.3 Auxiliary CAM Tables

Even if we use multiple hash functions and multiple hash
table blocks to reduce the probability of hash collisions, a
perfect hash function does not exist. To avoid situations
where important rules cannot be inserted into hash tables
due to hash conflicts, we handle this problem by adding
auxiliary storage, namely a small depth CAM-based EM
table for storing entries that cannot be inserted into the hash

Fig. 5 Timeline of the operation (H: Hash Table Set. C: CAM Table. K:
Operation Key. H0, H1, H2, H3 are the four hash table sets in Fig. 2, and
C0, C1, C2, C3 are the four CAM tables in Fig. 2. K0, K1, · · · , K13 are
the operation keys into the tables).

table.
The CAM here is implemented using the transposed

SRAM method [20]. In the implementation of this method,
key is used as write or read address, and matchlines contain-
ing entry address information are stored in SRAM.Thewidth
of matchlines is equal to the depth of CAM, with each ad-
dress space corresponding to a single bit in matchlines. For
a given key, if a particular bit in its correspondingmatchlines
is ‘1’, it means that the address is a matching address.

Theoretically, the depth of CAM depends on the prob-
ability of hash collision, and a detailed analysis will be pro-
vided in Sect. 4.2. Here, we assume that the total CAMdepth
requirement isCdepth . Figure 5 illustrates the timeline of the
operation in the EM table. When a keyK enters thematching
table, it will appear in the timeline and the grid in Fig. 5. The
white grid indicates that the operation of K is not completed
yet, and it needs to continue entering the next hash table
set or CAM table to try its operation with the loop order of
Pipe 0→ Pipe 1→ Pipe 2→ Pipe 3→ Pipe 0. The green
grid indicates that the operation of K has been successfully
completed or all tables have been accessed. For each key, if
its operation is failed in all hash tables, it would further enter
into CAM table. The key failed to do operation in a CAM
table would access the next CAM table with the same loop
order ofCAM 0→ CAM 1→ CAM 2→ CAM 3→ CAM 0.
For instance, the operation of K1 is failed in all hash table
sets and it finally completes its operation in CAM table 0. To
avoid the worst-case scenario which shown in Fig. 5, when
all hash table sets in multiple pipelines need to insert con-
flicting entries into CAM simultaneously (K10, K11, K12,
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Fig. 6 Architecture of CAM-based EM table.

and K13), we place a CAM table after each hash table set
in each pipeline. The key of K10, K11, K12, and K13 are
failed to do their operation after traversing all hash tables
in four pipelines. After the first Reorder module behind the
hash tables in Fig. 2, K10 ∼ K13 enter into the CAM tables
with their corresponding pipelines. The depth of the CAM
in each pipeline CD = Cdepth

P , where P is the number of
pipelines or the number of hash table sets.

By combining CAM-based EM tables with hash-based
EM tables, it can address potential hash conflicts and ensure
that important rules are correctly inserted into the match
table.

3.3.1 Address Spaces Management

As shown in Fig. 6, for each CAM table there is a bitmap
CAMVld vector which records the usage status of each CAM
address space. ‘0’ means that the space is already in use,
while ‘1’ means that it is available for use. When inserting
an entry into CAM, the address index generator allocates an
empty address space to this entry by the vld bitmap and a
priority encoder. After an entry is deleted, the corresponding
address vld bit corresponding would be set to ‘1’ again,
indicating this address can be reallocated.

3.3.2 Operations

• Insert: After generating the write index, the new con-
tent of the entry is generated based on the write index
(new content = 1 << write index). In the same
time, the original content in the address of writing key
should be read out as old matchiline. The new content
and old matchiline perform the or operation to generate
the new matchiline written into CAM. New matchiline
= old matchlines | new content. Use the entry key as
write address, write this new matchiline into the CAM.
At the same time, write the corresponding value into
value store at the write index. Set the corresponding bit
in the vld bitmap to ‘0’ to indicate the address is now in
use.

Fig. 7 State structure across EM pipelines.

• Query: During a query, the key is used as the read
address to read thematchlines stored inCAM.Apriority
encoder is used to encode thematchlines and obtain the
matching index. If the address space is in use, read the
corresponding value stored in this address space from
the value store.

• Delete: After completing the query operation, clear the
content of corresponding bit in matchlines at the key’s
address in CAM and also clear the content at the cor-
responding index of the value store. Set corresponding
bit in bitmap to ‘1’, indicating that it can be used again.

3.4 State Structure across Pipelines

In addition to entry structure stored in EM table, a custom
data structure is maintained and transferred among pipelines
to record the status and data path of each operation, here we
call it state structure. As shown in Fig. 7, this state structure
has a length of 8 bits, and each sub-field is defined as follows:

• [ 0 ]: Succeed – Indicates whether the operation of an
entry is successful. It is set to 1 if the entry has been
successfully inserted or if a query has been successful.

• [2:1]: Option Code – Specifies the operations to be
performed on this entry. 2’b00 indicates no operation,
2’b01 indicates insertion, 2’b10 indicates deletion, and
2’b11 indicates query.

• [6:3]: Pipeline State – A 4-bit bitmap represents the
status ofwhether pipelines or tables have been accessed.
1’b0 indicates that the table has been accessed, and
1’b1 indicates that table has not been accessed. For
example, 4’b1011 indicates that the entry is entered
from Pipe 2 and the table in Pipe 2 has been accessed.
If further access is needed, the next step is to jump to
Pipe 3 → Pipe 0 → Pipe 1 for access until operate
succeed or all pipelines have been accessed. For table
entries that have not been successfully operated in hash
tables, this field will be restored to its initial state of
4’b1111 before entering CAM tables.

• [ 7 ]: To CAM - Determines whether to insert an entry
into the CAM when insertion fails in all hash tables.
1’b0 means the entry can be directly discarded when
insertion fails in hash tables, while 1’b1 means the
entry should still be inserted into the CAM if needed.

As a key is queried or a Key-Value is inserted into the
EM, the hash table or CAM table performs the operation
based on its Option Code. If the current pipeline executes
successfully, it directly jumps out of the table and enters the
Reordermodule. Otherwise, if there is another pipeline table
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that has not been accessed according to the Pipeline State, it
continues to jump to the next pipeline table for corresponding
operation.

Once the hash table or CAM table of each pipeline
completes its operation, it modifies the corresponding bit in
thePipeline State of the pipeline for that pipeline and updates
the Succeed bit based on the operation success. Additionally,
Reorder would control the exit time of each entry according
to its Pipeline State, which ensures the processing latency of
each entry is equal.

For a query entry, the state structure is propagated along
the query entry until the matching result gets used. However,
when inserting an entry, once the insertion is successful, the
structure will not propagate backwards further.

3.5 Rearrange Out-of-Order

According to the previous design, when an entry completes
the query operation in a hash table set or a CAM table,
it will carry its state structure away from the table to allow
more new entries to access thematching table for processing.
Since each entry may not need to access all hash table sets
or CAM tables, the operation latency vary from entry to
entry. This would result in out-of-order and congestion at the
out-ports of the EM table. Additionally, in network packet
processing applications, it is usually necessary to maintain
packet sequence.

To ensure that the sequence of packets entering and leav-
ing the pipeline is not disrupted, and that the query latency of
each entry is consistent, a reordermodule is introduced to re-
store the order of processed entries and make corresponding
delay for each entry.

As shown in Fig. 8, there are four channels in reorder
module, and each corresponds to one channel in the EM
table. Taking the hash table as an example, each queried
entry carries its status structure from the current hash table
set into the reorder module. The parsing unit parses its
pipeline state field to find out which pipeline the entry enters
the matching table from and how many hash table set it has
been accessed. The module of path select dispatches the
matching result back the pipeline it entered. Then delay
select module selects an appropriate additional delay for
this entry and outputs it from the corresponding outport of
reorder module.

After being processed by the reordermodule, the query
latency of each entry is consistent and it is equal with the
worst-case delay, and the corresponding matching results
can still be returned to its own pipeline after cross-pipeline
lookups, which ensures the sequence of packets in each
pipeline in the later processing.

As illustrated in Fig. 9, the girds with the same color
enter into the table simultaneously, and the colored grid
means a key has completed its operation. For example, K1,
K2, K3 and K4 are all green because they all entered into the
EM table at the first time. K1 completed its operation in its
first table setH0, but K2, K3 and K4 not. They went through
2, 3 and 4 tables to complete the operation respectively. Then

Fig. 8 Architecture of reorder.

Fig. 9 Timeline of reorder operation.

they entered the reorder module from the channel which they
complete operation. After reordering, these four keys exited
the EM table simultaneously.

The keys entered from a same pipeline also keep their
sequence after reordering. K4, K7 and K9 entered from
H3 table set at different time. Although they have different
processing latency in hash tables, they still maintain their
sequence after reordering.

4. Analysis

Here we analyze the hash collision rate, the capacity CAM
required and the issue of consistency. Table 1 lists the vari-
able abbreviations that will be used later and their meanings.

4.1 Hash Collision Rate

There are P hash table sets in the entire EM table, and each
hash table set containsM hash table blocks with the depth of
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Table 1 Tabel of abbreviation.

Fig. 10 Simulation results under different hash table block’s number and
depth. (a) The number of entries inserted into hash tables successfully. (b)
The number of failed entries which are not inserted into hash tables. (c)
The utilization rate of the entire hash table. (d) The collision rate of the
entire hash table.

HD. Hence, there are P×M hash table blocks. We simulated
the hash collision rate under different hash table block’s
number and depth. The probability of each key hashing
to a particular location is uniform [21], so uniform random
function acts as hash function unit to generate insert index
in simulation. 1000 simulation experiments were conducted
for each case and calculated the mean value. In each time,
P × M × HD entries are inserted into the hash tables.

The simulation results are shown in Fig. 10. The
Fig. 10(a) shows the number of successful inserted entries
and Fig. 10(b) shows the number of failed entries under
different table numbers and different table depths, which
provide us a reference to choose the depth of CAM under
different cases. It can be seen from Fig. 10(c) and Fig. 10(d)
that with the increase of the number of hash table blocks,
the hash table utilization rate (load factor) would increase
and the collision rate would decrease. When the number of
entries inserted into all hash tables is the same as the total
number of address spaces in hash tables, the collision rate
of entire hash table is almost unaffected by the depth of each
hash table block, but mainly determined by the number of
hash table blocks. When the number of hash table blocks

exceeds 64, the hash collision rate drops below 1%.

4.2 CAM Capacity

Assuming that the hash collision rate is Rcollison, there are
P hash table sets, and each hash table set has M hash table
blocks with the depth of HD. Then there are Hdepth (=
P × M × HD) address spaces in the entire hash table. After
inserting Hdepth entries into hash tables, there would be
Ncollison (= Rcollison × Hdepth) entries cannot be inserted
into the hash table finally.

Hence, the capacity of CAM Cdepth required should be
equal the number of conflicted entries.

Cdepth = Ncollision = Rcollision × (P × M × HD). (2)

The CAM on each channel should be CD, and

CD =
Cdepth

P
. (3)

4.3 Consistency

Due to the latency in hash computation and SRAM
read/write operations, there are two extreme scenarios where
consistency issues may occur: (i) a queried key is the same
as an inserting key; (ii) in a hash table set, a key is being
inserted, the new inserted key takes the insert address of the
inserting key as its candidate address.

For the former, if the same search key accesses the
matching table during the writing process of an entry, it may
result in incorrect query results. For the latter, the status
of the inserted address is updated to the occupied state only
after the entry is inserted completely. During this insertion
period, the address space is still considered to be selected
for subsequent insert entries, which may lead to a collision
between two entries when selecting an address.

However, the probability and impact of these two sce-
narios are negligible. Firstly, compared with query opera-
tion, insertion operation is generally infrequent. Moreover,
it is extremely rare for multiple collisions of a single address
to occur in such a vast depth of table, especially within a very
short period of time. The first case has been discussed to
be negligible in prior work [10]. In the second case, entries
can be inserted from different pipelines in the way of round-
robin, or new entries can be inserted after confirming that
the previous entry has completed the insertion operation.

5. Implementation and Evaluation

5.1 Implementation

We implement our design on a Alveo U250 [22] FPGA
device, which has 1,728,000 LUTs, 3,456,000 Flip-flops,
2688 BRAM36Kmemory blocks and 1280 URAMmemory
blocks. In order to make a trade-off between latency and
throughput, the EM table has a total of 4 channels in our
implementation, each channel has a hash table set and an
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auxiliary CAM based EM. Each hash table set has 64 hash
table blocks with a depth of 4K. Based on the hash collision
rate, it can be determined that 4K CAM entries are sufficient
to store the collision entries of the hash table. Therefore, the
CAM depth of each pipeline is 1K. The total EM can store
1048K (4*64*4096=1048576) entries.

5.2 Memory Utilization

The SRAM storage resources on FPGA are independent
units, and each SRAM unit must be used by block. We
utilized URAMs to implement hash table and transposed
BRAMs to implement CAM. Here, each URAM block is
configured as a 4K*72b SRAM and each BRAM36K block
is configured as a 512*72b SRAM. The symbol of d∗e rep-
resents rounding up.

The number of URAMs used by each hash table block
is

HT BUN =
⌈

HD
4096

⌉
×

⌈
K + V + 1

72

⌉
. (4)

The number of URAMs used by each hash table set is

HTSUN = M ×
(⌈

HD
4096

⌉
×

⌈
K + V + 1

72

⌉)
. (5)

The number of BRAM36Ks used by each CAM based
EM table is

CAMBN =

⌈
K

log512
2

⌉
×

⌈
CD
72

⌉
+

⌈
CD
512

⌉
×

⌈
V
72

⌉
. (6)

The total memory blocks consumed by the entire EM
table is TUN URAM blocks and TBN BRAM36K blocks, in
which

TUN = P ×
(
M ×

(⌈
HD
4096

⌉
×

⌈
K + V + 1

72

⌉))
, (7)

and

T BN = P ×

(⌈
K

log512
2

⌉
×

⌈
CD
72

⌉
+

⌈
CD
512

⌉
×

⌈
V
72

⌉)
. (8)

Table 2 shows the resource utilization for different
widths of key and value in our implementation. In entire
EM Tables, there are totally 1048K address spaces in hash
tables and 4K address spaces to store conflicted entries in
CAM-based EM tables. In general, the logical resource oc-
cupation remains within a reasonable range, which reserves
enough resource and frequency space for the implementa-
tions of other on-board applications. The utilization of stor-
age resources is directly proportional to the width of keys or
values. However, in some cases, because of the SRAMmust
be used in the unit of an entire block, there may be storage
waste, which is inevitable in FPGA implementations. In ad-
dition, when the depth of a matching table remains constant,
increasing the width may lead to a decrease in achievable

Table 2 Resource utilization of 1048K entries exact matching table on
U250 FPGA.

frequency. This is because increasing the width requires
more on-board resources and may result in more complex
routing and longer signal propagation paths. This increases
wire delay and limits the operating frequency of the entire
matching table.

5.3 Performance Evaluation

For each hash table set, its collision rate is rcollison, which
alsomeans the probability of transferring fromone hash table
set to its adjacent channel after the insertion failure. As can
be seen from Fig. 10(d), when there are a larger number
of hash table blocks, almost all entries can be successfully
inserted into its first hash table set. Taking an example when
each hash table set has 64 hash table blocks (i.e., M=64),
the collision rate rcollison is approximately 0.00785, which
means the entries rarely moves to other channels to insert.
Hence, the speed of insertion would be effectively enhanced
by multiple parallel pipeline channels.

For queries, the total number of address spaces in each
hash table set is equal, so the depth of each hash table set is 1

P
of the entire table (here do not consider the minimal number
of entries in CAM), and the probability of a successful query
for each table entry in the current table is 1

P . On average,
the expected number of hash table sets to be queried for each
table entry can be denoted asEp. Therefore, in average cases,
it is equivalent to having P

Ep channels working in parallel in
our EM table.

The expected number of tables to be queried for each
entry is

Ep =
1
P
+ 2

1
P

(
1 −

1
P

)
+ · · · + i

1
P

(
1 −

1
P

) i−1
+ · · ·

+ (P − 1)
1
P

(
1 −

1
P

)P−2
+ P

(
1 −

1
P

)P−1
, (9)

=

P−1∑
i=1

(
i
P

(
1 −

1
P

) i−1
)
+ P

(
1 −

1
P

)P−1
. (10)
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Fig. 11 Throughput under different EM configuration. (a) Throughput
of operations. (b) Throughput of packets with length of 64B.

For the entire EM table, although each operation has a
certain latency, both insert operations and query operations
are pipelined. Therefore, the EM table can do P

Ep opera-
tions per clock cycle on average. Therefore, the operation
throughput of the EM table is

Operation T hroughput =
P

E p
∗ Freq. (11)

For packets, the theoretical throughput that can be
achieved is

T hroughput =
P

E p
∗ Freq ∗ (Pkt Len + 20)B. (12)

The additional 20 bytes are the extra overhead of packet
transferring in network, which includes: 12 bytes inter frame
gap (IFG) which is the minimum frame gap of Ethernet pack-
ets (IEEE 802.3), 7 bytes preamble for clock synchronization
and 1 byte start of frame delimiter (SFD) for identifying the
start of the frame.

In our implementation, the number of pipelines is 4.
When P is 4, E p(P = 4) ≈ 2.73, and P

Ep ≈ 1.46. Therefore,
the EM table can handle 1.46 operations per clock cycle on
average. According to the implementation frequency of EM
in Table 2, we can calculate the operation throughput and
supported packet throughput of EM table in different cases.

Figure 11 shows the number of query operations that
EM can handle per second and the corresponding 64B packet
throughput under different conditions. A smaller EM table
is easy to achieve higher throughput because it could reach a
higher working frequency. Overall, the entire EM table can
process more than 200 million of operations per second, and
can reach a throughput of about 125 Gbps for 64B packets.

6. Related Work and Discussion

Exact matching table is a research hotspot and is widely used
in database, key-value store and packet classification etc.,
and hash-based exact matching table is a mainstreammethod
on FPGA implementation. Researchers mainly focusing on
scale expansion, hash collision handling and throughput en-
hancement of hash table on FPGA, which are also our main
work in this paper.

With the continuous expansion of the network scale, the
size of the matching table is also increasing. Although hash
table is a storage efficient structure, the implementation of
huge matching tables on FPGA would still encounter prob-
lems such as implement difficulties, resource constraints,
and frequency reduction etc. Besides this, solving the hash
collision problem is one of the key challenges to achieve
accurate matching tables. Researchers use different meth-
ods to reduce collisions, such as using better hash functions,
open addressing methods, chain methods, etc. Implement-
ing collision resolution algorithmonFPGAneeds to consider
the balance between hardware resource utilization efficiency
and throughput. To increase throughput, the researchers
explored a variety of approaches. For example, parallel ac-
cess is achieved by querying and manipulating multiple hash
buckets in parallel.

Y.Z. Li [16] proposed a non-collision hash scheme us-
ing bloom filter (BF) and CAM to ensure that each lookup
accesses memory at most once. An additional CAM is used
to store the conflicting entries of hash table. And a bloom
filter to pre-detect if an entry is in hash table ensures that
each lookup accesses hash table or CAM at most once. It
achieves better worst-case performance and has greater flex-
ibility to quickly insert or query entries. However, bloom
filter has some problems such as the difficulty of deleting,
and it consumes a lot of resources when implementing a
large matching table, which is not feasible in practice.

M. Sha [5] proposed to solve the cuckoo hash conflicts
by using a set of distributed RAM as auxiliary storage, which
is actually a small CAM implemented by distributed RAMs
and registers. However, it has limited scalability especially
under a bigger depth requirement ofCAMwhen thematching
table has huge depth. Additional, there may be uncertainty
in the insertion time in this design because of the cuckoo
hashing and the entries in extended table may be rewritten
back into the hash table.

Yang et al. [10] proposed FASTHash to optimize hash
table throughput through multiple parallel pipeline designs.
In this design, it carries out memory replication on each
pipeline, which means the tables in each pipeline are the
same. Although it improves the throughput of the hash table,
it consumes great storage resources to store the same rules
multiple times, and it is infeasible to do memory replication
on resource-limited FPGA when the size of the matching
table is very huge. In addition, although the design reserves
multiple slots for each address space to avoid hash colli-
sion, it does not solve the hash conflict more thoroughly. In
some cases, there will still be entries that cannot be inserted
successfully.

Salvatore Pontarelli Pedro Reviriego et al. [11] com-
pared serial, parallel and parallel-pipeline hash table imple-
mentations, and proposed parallel d-pipeline implementa-
tion which increases the throughput by accessing the tables
in parallel. However, the hash collision in cuckoo hashing
does not further be solved in this design.

W.Q. Wu et al. [12] introduced CAM into d-Pipeline to
address hash collision further and kept the high throughput
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Table 3 Comparison with other methods.

of parallel hash tables. However, the structure has only one
CAM unit after multiples hash tables. When load factor of
hash table is high, the insertion of hash table is difficult and
multiple conflicted entries need to access CAM simultane-
ously. Moreover, the CAM it used needs 16 clock cycles
to finish a write operation. Limited by the writing speed of
CAM, if there is entry to be written to CAM, the hash table
needs to stall and wait its completion. The CAM cannot be
adapted to the parallel hash tables with high throughput. In
addition, the out-of-order problem is not considered in the
design, and it is not applicable in some scenarios that require
the sequence of network packets.

Table 3 shows the comparison of our work with exist-
ing methods. Based on resource considerations, we did not
adopt the bloom filter in our design like BF-HASH-CAM
[16]. Compared to [5], it does not replace the existing en-
try in insertion when collision occurs in our design, which
avoids the uncertain insertion latency caused by cuckoo hash-
ing. By sharing the rule matching table among multiple
pipeline channels, our method avoids storage replication in
FASTHash [10] and improves throughput. At the same time,
the load factor is enhanced by increasing the number of hash
table blocks, and hash conflicts are handled by auxiliary
CAM units. In addition, for the network packet processing
scenario, this paper specially considers the out-of-order re-
covery in the multiple parallel pipeline channels, which is
not considered in the design of d-Pipeline [11] and [12].

Actually, there are several dedicated SmartNICs prod-
ucts or solutions to offload SDN packet processing these
years, such as Nvidia’s ConnectX series [23], Xilinx’s Alveo
U25 [24] and SN1000 [25] SmartNICs, Microsoft’s Blue-
bird [26] etc. The proposed matching table is an platform-
independent module, it could be embedded into these sys-
tems to support SDN packet processing as well.

7. Conclusions

In summary, this paper presented a large-scale high-
throughput collision-free EM table which shares rule ta-
bles and with out-of-order recovery among multiple parallel
pipelines for the network packet application based on FPGA.
By multiple channels working parallelly and sharing their
rule tables, the throughput of the entire table is increased by
about 1.5 times without storage replication. All matching
results would be reordered to ensure the operation sequence
and the constant processing latency in each pipeline. More-
over, it reduces the collision rate through multiple hash table
blocks, and stores conflicted entries into auxiliary CAM ta-

bles.The implemented exact match table supports 200 mil-
lion query operations per second, which is enough to support
exceeding 100 Gbps throughput even for 64B packets.
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PAPER
PopDCN: Popularity-Aware Dynamic Clustering Scheme for
Distributed Caching in ICN∗

Mikiya YOSHIDA†a), Yusuke ITO††b), Yurino SATO†††c), and Hiroyuki KOGA††d), Members

SUMMARY Information-centric networking (ICN) provides low-
latency content delivery with in-network caching, but delivery latency
depends on cache distance from consumers. To reduce delivery latency,
a scheme to cluster domains and retain the main popular content in each
cluster with a cache distribution range has been proposed, which enables
consumers to retrieve content from neighboring clusters/caches. However,
when the distribution of content popularity changes, all content caches may
not be distributed adequately in a cluster, so consumers cannot retrieve them
from nearby caches. We therefore propose a dynamic clustering scheme to
adjust the cache distribution range in accordance with the change in content
popularity and evaluate the effectiveness of the proposed scheme through
simulation.
key words: ICN, distributed caching, dynamic clustering

1. Introduction

Information-centric networking (ICN) [3], [4] has been at-
tracting attention as a new architecture that uses network
caching to satisfy the requirements (e.g., ultra-low latency,
ultra-high reliability, andmassive connectivity) for emerging
services such as IoT-like automation, robotics, and industrial
automation [5], [6]. In ICN, a consumer sends interest pack-
ets containing content names to request content. A content
router (CR), which is an intermediate router receiving the
interest packets, forwards the packets to a producer on the
basis of a routing table called a forwarding information base
(FIB). The producer then returns data packets of the re-
quested content with the reverse path to consumers. The
CRs cache data packets on their content store (CS) during
forwarding, so they can return caches to consumers instead
of the producer if they store the requested data. Namely, this
in-network caching, which can satisfy the future requests of
consumers, significantly reduces the network load and im-
proves content delivery efficiency. To take full advantage of
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in-network caching, an efficient content caching scheme is
needed, and various schemes have been proposed.

Simple content caching makes a cache decision on in-
dividual CRs, while distributed content caching distributes
content by considering nearby caches to satisfy content re-
quests. Distributed caching solves a cache efficiency prob-
lem that simple content caching causes cache duplication for
a small amount of highly popular content over neighboring
CRs. However, if the cached required content is distributed
over a large range, delivery latency may increase.

Therefore, cluster-based distributed caching schemes
have been proposed [7], [8] to control a distributed range.
These schemes group CRs into clusters in a domain∗∗ and
retain the main popular content in each cluster using a dis-
tributed caching manner. This aims to avoid cache dupli-
cation among CRs in the cluster, enabling the caches of
each content to be distributed within it. As a result, the
delivery latency can be controlled by cluster size, and it
enables consumers to retrieve content efficiently from the
originating clusters. However, a too-small distribution range
decreases cache utilization and causes delivery delays due to
the delivery from producers, while a too-large distribution
range increases cache utilization but may cause delivery de-
lays due to long cache delivery. Therefore, we believe that
the adequate cache distribution range should be determined
in accordance with content popularity on the basis of such
trade-off factors. In a practical environment, the distribution
of content popularity changes over time, so it is necessary to
determine the distribution range depending on the situation.

We therefore propose a dynamic clustering scheme to
adjust the cache distribution range, i.e., cluster size, in ac-
cordance with the change in content popularity, considering
cache utilization and delivery latency. Our scheme controls
the cluster size effectively using a simple threshold-based
algorithm based on the number of cache updates on CRs in a
cluster. Moreover, we evaluate the effectiveness of the pro-
posed scheme compared with conventional schemes through
simulation in a situation where content popularity changes.

The main contributions of this paper, updated from
previous papers [1], [2], are as follows:

• We discuss recent studies that utilize clustering tech-
niques in ICN.

• We evaluate the proposed scheme compared with con-
ventional schemes in detail and discuss the effective

∗∗In this paper, the term ‘domain’ refers to a large-scale network
consisting of one or more ISPs.

Copyright © 2024 The Institute of Electronics, Information and Communication Engineers
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threshold settings.
• We investigate the effectiveness of the proposed scheme
in practical network topologies.
The rest of this paper is organized as follows. In Sect. 2,

we describe our motivation for this study through a discus-
sion of related works. In Sect. 3, we describe our scheme. In
Sect. 4, we describe the simulation model and evaluation de-
tails. In Sect. 5, we evaluate the performance of our scheme
in comparisonwith conventional schemes. Finally, in Sect. 6,
we summarize our findings and conclude the paper.

2. Related Work

In this section, we describe an issue of this study through
discussions of various content caching schemes to improve
content delivery efficiency.

2.1 Distributed Caching

Simple caching schemes such as LCE [3] and Prob(p) [9]
make a cache decision on individual CRs. This may cause
cache duplication for a few high-popular contents over neigh-
boring CRs because more frequently requested content is
likely to be cached. This becomes useless for other con-
tent requests. Therefore, distributed caching schemes have
been proposed such as MCD [10], WAVE [11], MuNCC
[12], and Hash-routing [13], which distribute various con-
tent considering nearby caches to satisfy various content re-
quests. The key idea ofMCDandWAVEschemes is that each
CR moves requested caches to downstream CRs. Namely,
the CR caching the requested content sends its cache to the
downstreamCR and removes it from itself, so that each cache
is not duplicated on the default path, i.e., the shortest path to
consumers. However, it is unable to avoid cache duplication
among neighboring CRs outside the default path.

In contrast, in MuNCC and proposed in [14] schemes,
each CR shares cache summaries that are formed using a
Bloom filter among neighboring CRs to avoid cache duplica-
tion. When a data packet arrives, a CR determines whether it
caches it or not depending on the cache summaries of neigh-
boring CRs. The Hash-routing scheme distributes content
to CRs using a hash function that maps content identifiers
to each CR of the domain, without additional functionality
such as shared cache summaries. In particular, when an edge
router in the domain receives a request, it calculates the hash
value from the received content identifier and forwards it to
the responsible CR. Similarly, each CR caches the respon-
sible content whose hash value matches its identifier during
forwarding. As a result of this approach, since the cache
location of each content is limited to one CR over a domain,
it can avoid cache duplication among CRs. However, if the
cached required content is distributed over a large range,
delivery latency may increase.

2.2 Cluster-Based Distributed Caching

To control the cache distribution range considering deliv-

ery latency, network clustering-based distributed caching
schemes for ICN have been proposed [7], [8], [15], [16].
These schemes group CRs into clusters in a domain and
retain the main popular content in each cluster using a Hash-
routing-like distributed caching manner. The delivery la-
tency can thus be controlled by cluster size, enabling con-
sumers to retrieve content efficiently from the originating
clusters. As a scheme similar to the aforementioned ones, the
HCC [17] scheme has also been proposed. It centrally man-
ages the distributed caches by a cluster header constructed
in each cluster. The cluster header calculates the content
popularity and importance of each node on the basis of in-
formation collected from the cluster, and then assigns the
more popular content to the more important node to improve
cache efficiency and delivery latency.

However, the amount of content that can be cached in
the cluster depends on the cluster size. In other words, a
smaller cluster size is insufficient to reduce delivery latency
since it cannot cache necessary content sufficiently in the
cluster. As mentioned before, in this study, we believe that
it is necessary to determine the adequate cache distribution
range in accordance with content popularity on the basis of
the following trade-off factors. A too-small cache distribu-
tion range against the amount of main popular content will
not retain sufficient caches, so it decreases cache utilization
and causes delivery delays due to the delivery from produc-
ers. A too-large cache distribution range can satisfy most
user requests within the cluster but causes delivery delays
due to the delivery from widely distributed caches. In a
practical environment, the distribution of content popularity,
i.e., the amount of main popular content, will change over
time [18], so it is necessary to determine the distribution
range adequately depending on the situation.

3. Proposed Scheme

We propose a dynamic clustering scheme to adjust the cache
distribution range in accordance with the change in content
popularity. This scheme is an extended version of our previ-
ous work [7] that formed a fixed size of clusters. In this sec-
tion, we explain the operation of the proposed scheme. We
first explain the main points of the previous work in Sect. 3.1,
and then explain the extension in detail in Sect. 3.2.

3.1 Cluster-Based Cache Distribution Scheme

To improve delivery latency and cache efficiency, we have
proposed the cluster-based cache distribution scheme. It
groups CRs into clusters in a domain and retains the main
popular content in each cluster using a distributed caching
manner, enabling consumers to retrieve content from the
originating clusters. Furthermore, it can also retrieve caches
from closer CRs by advertising cache information among
CRs. In the following, we explain two functions of cluster-
based distributed caching and advertisement-based routing.

The distributed caching approach uniformly distributes
chunks of individual content to all CRs in each cluster, as
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Fig. 1 Cache placement.

shown in Fig. 1. This approach improves cache efficiency
by avoiding cache duplication in the cluster, leading to more
cached content in it. Furthermore, transmission efficiency
can also be improved by multi-path cache delivery from
multiple CRs (i.e., load balancing).

To uniformly distribute chunks in a cluster, this scheme
partitions a domain into clusters of the same size and assigns
unique identifiers (CRIDs) to each CR in advance. To avoid
cache redundancy among CRs in a cluster, it uses a hash
function that maps chunk identifiers to CRIDs. Specifically,
when a CR receives a chunk, it caches it as a responsible
one if the hash value calculated from the received chunk
identifier matches its own CRID. The Least Recently Used
(LRU) cache replacement algorithm is used for spaces on
the CS. In this study, each cluster is assumed to be a square
shape. The cluster size is defined as the number of CRs on
one side (as shown in Fig. 1 is 2), which affects the cache
efficiency and distance from consumers. Note that the shape
of clusters is not important because the main popular content
will be retained in clusters if CRIDs are properly assigned
within clusters in any topologies. For example, it can be
accomplished by defining the cost as the distance between
a CR and the nearest CR with a different CRID and solving
the problem of minimizing the total cost. This will ensure
that each CRID is assigned almost uniformly without bias
according to the cluster size, i.e., the number of CRIDs to be
assigned. Since each CR is neighboring to CRs with a CRID
different from its own, each cluster is nearly a circle shape.

Even if caches are uniformly distributed within a clus-
ter, consumers may not efficiently retrieve all chunks of the
requested content from the originating cluster. This is be-
cause not all chunks will be cached due to the limitation of
total cache capacity in a cluster, or there may be caches on
closer CRs in neighboring clusters than those in the originat-
ing cluster. Therefore, requests should be forwarded to the
nearest caches even those not in the originating clusters re-
gardless of cluster boundaries for efficient content delivery,
so the advertisement-based routing approach is used, which
forwards interest packets to nearby caches on the basis of the
advertised cache information.

To achieve this behavior, each CR informs neighbor-
ing CRs of their own responsible cache status. Specifically,

Fig. 2 Cache information advertisement.

CRs that newly cache or discard responsible chunks adver-
tise the cache information (newly cached/discarded) in the
flooding manner shown in Fig. 2. The CR receiving the ad-
vertised packet updates its FIB entry with the received cache
information. Considering the overhead of this operation,
the flooding range should be limited but would affect the
content retrieval efficiency, which is defined as the flood-
ing limit parameter (as shown in Fig. 2 is 2). This opera-
tion is performed only when responsible chunks are cached
or discarded, thereby reducing the overhead compared with
conventional schemes flooded for all cached chunks such as
proposed in [19]. Moreover, to reduce the load caused by
flooding, our scheme simply discards and does not forward
the flooding packets when it can be determined that neigh-
boring CRs do not need to update their FIB. Let us explain
this process using the example shown in Fig. 2. When CR A
caches responsible chunks, it advertises its cache information
to neighboring CRs (gray-colored range). After that, when
CRB caches the same chunk, it can decide not to flood to CR
C and advertises the cache information to neighboring CRs
except it (red-colored range). This is because CR B has an
FIB entry with metric of 2 hops for the chunk by advertised
information fromCRC and it indicates that CRC already has
a valid metric of 1 hop that does not need updating. Namely,
if the CRs already have FIB entries of plus 2 hops or fewer
metrics than the flooding one, it does not need to advertise
it in that direction. Note that this scheme increases over-
heads including cache information sharing and FIB entry
increases to improve acquisition efficiency compared to on-
path routing schemes as an inherent issue of off-path routing
schemes. To resolve this issue (overheads caused by off-path
extension), several solutions (e.g., a Bloom filter approach
[12], [14], [20]) have been proposed, while we focus on re-
ducing delivery latency by adjusting cache distribution range
while considering only communication overheads caused by
flooding in this study so that wewill leave this issue for future
work.

3.2 Popularity-Aware Dynamic Clustering Scheme

As previously mentioned, the cluster size, i.e., cache distri-
bution range, should be adequately determined in accordance
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Fig. 3 Operation of dynamic clustering.

with content popularity. In a practical environment, the dis-
tribution of content popularity changes over time, so it is
necessary to determine the distribution range depending on
the situation. We therefore propose a dynamic clustering
scheme to adjust the cache distribution range in accordance
with the change in content popularity, considering cache uti-
lization and delivery latency. Our scheme controls the clus-
ter size effectively using a simple threshold-based algorithm
based on the number of cache updates in the cluster.

To discuss the adequate cluster size, we focus on the
frequency of cache updates in a cluster. This is because this
metric is useful to estimate whether the current cluster size
is suitable to cache the main popular content. When the
frequency of cache updates is high, it indicates that caches
are updated by incoming data packets from outside the clus-
ter. Namely, requested content cannot be retrieved inside the
cluster as well as the cluster size is too small. A low fre-
quency of cache updates indicates that caches are not updated
since requested content can be retrieved inside the cluster.
Namely, the cluster size may be decreased to reduce deliv-
ery latency. Thus, we consider that the frequency of cache
updates in a cluster would fall into a certain range with the
appropriate cluster size.

From the aforementioned strategy, the proposed scheme
adjusts the cluster size using a simple threshold-based algo-
rithm based on the frequency of cache updates. Specifically,
it uses the number of cache updates in a cluster as a metric,
and decreases/increases the cluster size when the metric falls
below or exceeds lower/upper thresholds. Figure 3 explains
how the proposed scheme migrates to the adequate cluster
size in accordance with the change in content popularity. Let
us consider a t-second scenario when the content popularity
will disperse after x seconds, and then heavily concentrate
after y seconds. In phase 1 until x seconds, we assume that
each cluster, which represents the domain divided into four
parts, can store most of the popular content, so the frequency
of cache updates fits between the upper and lower thresholds.
Namely, the current cluster size is adequate. In phase 2 from
x to y seconds when the content popularity disperses, the
frequency of cache updates increases and exceeds the upper

threshold because the current cluster size cannot retain the
popular content sufficiently. Therefore, the cluster size is
increased by one level to store them, and therefore the fre-
quency of cache updates decreases and falls within the upper
and lower thresholds. In phase 3 after y seconds when the
content popularity is heavily concentrated, the cache update
frequency decreases and falls below the lower threshold be-
cause the current large cluster size has exceeded the sufficient
cache capacity compared with the amount of main popular
content. Therefore, it attempts to improve the delivery la-
tency by decreasing the cluster size by one level. However,
this cluster size still has an excessive cache capacity, so the
frequency of cache updates remains below the lower thresh-
old. Therefore, the cluster size is decreased by one more
level, and therefore the frequency of cache updates increases
and falls within the upper and lower thresholds. Through
these procedures, the cluster size can be migrated to the ad-
equate cluster size in accordance with the change in content
popularity.

To achieve this function, we assume that a controller is
located in a domain and each CR notifies the controller with
the number of cache updates. The controller calculates the
total number of cache updates separately in each cluster by
the information received from each CR. When at least one
of the calculated values falls below or exceeds lower/upper
thresholds, it reassigns a new CRID and hash function to
each CR to decrease/increase cluster size. The cluster size
is not changed for a certain period, which is defined as the
reclustering interval parameter, immediately after recluster-
ing to mitigate the effect of the heavy fluctuation of cache
updates. We believe that such information sharing between
the controller and CRs can be achieved by a mechanism like
software defined networking (SDN) and the detailed design
of the scheme will be left as future work.

4. Simulation Model

We evaluated the proposed scheme focusing on the effec-
tiveness of retrieving content from nearby clusters/caches
in a large domain environment where content popularity
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Fig. 4 Simulation model.

Table 1 Simulation parameters.

changes through simulations using Network Simulator ns-3
ver. 3.30.1 [21] with the implementation of our scheme. We
used a simple grid topology with multiple paths to elimi-
nate the effects of cluster shape and content cache placement
within clusters as shown in Fig. 4(a) to enable us to focus
on the essential effect of dynamically changing cluster size.
One producer and 12 consumers were located on the upper
and lower sides of the grid (12 × 12) of CRs, respectively.
The parameters used in the simulation are summarized in
Table 1. The default path is the shortest path to the producer
(13 hops from each consumer) and it was set to the FIB of
each CR. The ratio of the CS size on CR to the amount of
content was set to approximately 1.5% on the basis of com-
parative papers [8], [22]. The flooding limit was set to 6,
which was the best value in terms of cost performance be-
tween overhead and efficiency in a preliminary evaluation.
As mentioned before, the proposed scheme needs to share
information among CRs via the controller, which can be
achieved by a number of mechanisms like SDN, and we ig-
nore its effect in this simulation since the exchange of shared
information is very infrequent and small compared with data

delivery. Each CR notifies the controller of the number of
cache updates at 1 second intervals.

Each consumer sent interest packets to request content
toward the producer at normal distribution intervals with an
average value of 0.3 seconds. The requested content was de-
termined on the basis of the content popularity, in which P2P
content was generally known to follow a Zipf-mandelbrot
distribution [23]. In this distribution, the degree of bias de-
pends on the parameters α and q. α is the skewness factor
that controls the slope of the curve, while q(≥ 0) is known as
the plateau factor that determines the flatness of the curve.
In this simulation, we gave q a fixed value of 5 and changed
the content popularity with α to avoid the complexity of the
discussion. Furthermore, we assumed no packet loss occurs
so we can focus on the fundamental characteristics of the dy-
namic clustering approach. The simulation was performed
for 270 seconds. We set the Zipf parameter α to 1.0 at the
start of the simulation as shown in Fig. 4(b). α changed to
0.6 at 30 seconds after the simulation started, in which a
wider range of content is requested, to 1.8 at 90 seconds,
to concentrate on the requested content, and after that, it
decreases by 0.4 every 60 seconds back to 1.0.

In this simulation, we compared and evaluated the effec-
tiveness of five representative schemes: LCE (LRU), Hash-
routing [13], Hash-routing + cluster [8], conventional (Static)
[7], and proposed (Dynamic). Furthermore, the average
number of hops needed to retrieve content, cache hit rate,
and advertisement rate were used as evaluation indices to
discuss the effectiveness of our scheme. Note that the Hash-
routing + cluster scheme uses the k-split algorithm with the
number of hops as similarity metrics for clustering and forms
k clusters. The average number of hops focused on content
retrieval time, which was defined as the total number of hops
during the timewhen all consumers retrieved content divided
by the total number of requests for all consumers. The cache
hit rate focused on cache efficiency, which was defined as
the total number of cache hits on all CRs divided by the to-
tal number of requests for all consumers. The advertisement
rate focused on communication overhead, which was defined
as the amount of advertisement packets divided by the total
amount of traffic. In this study, we assumed the average
name length is 30 bytes, and the size of the advertisement
packet which includes the content name, the flooding limit,
and the flag bit that indicates the cache information (newly
cached/discarded), is the same as the Interest packet.

5. Simulation Results

In this section, we first show the effectiveness of our scheme
compared with the conventional schemes. Then, we inves-
tigate how each parameter including the lower/upper thresh-
olds and reclustering interval affects our scheme. Finally,
we investigate the effect of the change interval of Zipf α and
network topology to reveal the environmental tolerance and
practicality of our scheme.
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Fig. 5 Estimation of adequate thresholds.

5.1 Evaluation of Effectiveness Based on Estimation of
Adequate Thresholds

In this section, we first discuss the basis for determining
threshold values of the proposed scheme through quantitative
evaluations and estimate the effective lower/upper threshold
values, which is a key point of the proposed scheme. As
mentioned in Sect. 3.2, given an adequate cluster size, the
number of cache updates in the cluster falls into a certain
range. We believe that the adequate cluster size can be
determined in accordance with the distribution of content
popularity. Figure 5 shows the average number of hops and
cache updates in the cluster when α varies from 0.5 to 2.0.
From Fig. 5(a), we can see that the adequate cluster size is 6
when α is less than 0.9, 4 for α of 1.0–1.1, 3 for α of 1.2–1.6,
and 2 for α of 1.7 or larger, respectively, since these cluster
size achieve the smallest number of hops for each content
popularity. Correspondingly, the number of cache updates
in the cluster falls into a certain range when the adequate
cluster size is given as shown in Fig. 5(b). Specifically, it
is approximately 50 or more for the adequate cluster size of
6 (α = 0.9 or less), 90–280 for the size of 4 (α = 1.0–1.1),
50–270 for the size of 3 (α = 1.2–1.6), and 250 or less for
the size of 2 (α = 1.7 or above), respectively. From the
aforementioned results, if the number of cache updates in
the cluster is approximately 50 and more or 280 and less, the
given cluster size will be adequate. Namely, the lower/upper
threshold values can be set on the basis of the number of
cache updates.

On the basis of the aforementioned discussion, we now
show the simulation results and discuss the effectiveness
of the proposed scheme as compared with the conventional
schemes. Here, the lower/upper threshold values were set

to 50/280, the reclustering interval was set to 3 seconds,
and the initial cluster size of Hash-routing + cluster (HRC),
conventional (Static), and proposed (Dynamic) schemes was
set to 4, which was the appropriate value for an α of 1.0
at the start of the simulation. Figure 6 shows the average
number of hops, cache hit rate, and cluster size as a function
of time. From Figs. 6(a) and (b), the LCE scheme shows
the worst performance among the other schemes because it
causes duplicate caches on nearby CRs. The Hash-routing
(HR) scheme improves the performance, especially cache
efficiency, compared with the LCE scheme due to no du-
plicate cache occurrences, but the average number of hops,
i.e., delivery latency is not good because the caches are dis-
tributed widely. The Hash-routing + cluster (HRC) scheme
improves the performance compared with the HR scheme
due to controlling the cache distribution range at the cost of
a little cache efficiency. The conventional (Static) scheme us-
ing advertisement-based routing improves the performance
compared with the HRC scheme due to the avoidance of de-
tour routing caused by the false-positive problem with the
HR scheme as well as the effect of retrieving nearby caches
regardless of cluster boundaries. The proposed (Dynamic)
scheme further improves the delivery latency while main-
taining the cache hit rate compared with the conventional
(Static) scheme in almost all ranges of time because it ad-
justs the cluster size to an adequate value.

Next, let us take a look at adjusting the cluster size of
the Dynamic scheme focusing on three periods where the
content popularity changes. First, in the period of 30–90
seconds, a wider range of content becomes to be requested,
so that the cluster size is adjusted to a larger value (it is 6,
which is an adequate value when α = 0.6 (Fig. 5(a)) due to
the high frequency of cache updates as shown in Fig. 6(c).
It improves the cache hit rate as well as delivery latency,
although it takes time to distribute new caches in the clus-
ter. Second, in the period of 90–150 seconds, the requested
content becomes to be concentrated, so that the cluster size
is adjusted to a smaller value (it is 2, which is an adequate
value when α = 1.8) due to the low frequency of cache up-
dates. It improves the delivery latency, although it takes time
to discard unnecessary caches from the cluster, and comes
at the cost of a slight decrease in cache hit rate. Finally, in
the period of 150–270 seconds, similar to 30–90 seconds the
requested content becomes to be a wider range gradually, so
that the cluster size is adjusted to larger values (they are 3
and 4, which are adequate values when α = 1.4 and 1.0, re-
spectively). It improves delivery latency while maintaining
a high cache hit rate. This adjustment of cluster size is per-
formed by searching for the cluster size that keeps the number
of cache updates in the range of 50 to 280. Therefore, the
proposed scheme can adapt effectively to the environment
where content popularity changes.

5.2 Effect of Thresholds

Next, we investigate the effect of the thresholds. Figures 7(a),
(b), and (c) show the average number of hops, cache hit rate,
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Fig. 6 Effectiveness of our scheme.

Fig. 7 Effect of thresholds.

Fig. 8 Estimated and adequate thresholds.

and advertisement rate, respectively, when the lower/upper
thresholds vary. Here, the reclustering interval was set to
3 seconds. Figures 7(a) and (b) indicate that the upper and
lower threshold values should be set to an appropriate range
(neither too large nor too small) to reduce delivery latency
and maintain the high cache hit rate. When the upper thresh-
old value is too large, it is difficult to migrate to a larger
cluster size despite high frequent cache updates. As a result,
it worsens cache efficiency as well as delivery latency. When
the upper threshold value is too small, it is easy to migrate
to a larger cluster size despite low frequent cache updates.
As a result, it improves cache efficiency but increases deliv-
ery latency because the caches are widely distributed. The
lower threshold observes a similar trend. Consequently, the
adequate threshold values should be determined on the ba-
sis of the delivery latency and cache hit rate considering
these trade-offs. The adequate lower/upper thresholds are
70/100 in this simulation environment, which achieves the
lowest number of hops (Fig. 7(a)) and the high cache ef-
ficiency (Fig. 7(b)). Furthermore, the adequate cluster size
does not cause frequent cache updates and reduces the flood-
ing of advertisement packets for dynamic FIB updates, so the

proposed (Dynamic) scheme with adequate thresholds also
improves the advertisement rate, i.e., communication over-
head, to approximately 2% of the total amount of traffic
(Fig. 7(c)).

Here, it is noted that the estimated threshold values and
adequate ones are largely different. This indicates that it
should aggressively migrate to various sizes of clusters with
the setting of larger/smaller lower/upper threshold values to
maintain cache hit rates in the environment where the con-
tent popularity changes significantly. Figure 8 shows the
average number of hops, cache hit rate, and change of cluster
size in the conventional (Static) scheme and proposed (Dy-
namic) scheme with the estimated (50/280) and adequate
(70/100) threshold values. Figure 8(c) clearly shows that
the proposed scheme with adequate thresholds can more fre-
quently migrate closer to the appropriate cluster size than
that with estimated thresholds. Moreover, Fig. 8(a) and
(b) show that such migration quickly improves the deliv-
ery latency and cache hit rate when the content popularity
changes. Consequently, although the proposed scheme with
estimated thresholds achieves good performance, it can be
further improved by setting adequate thresholds on the basis
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Fig. 9 Effect of reclustering intervals.

Fig. 10 Effect of change intervals of Zipf α.

of the aforementioned trade-offs as well as detecting sensi-
tive changes in content popularity to quickly adjust the clus-
ter size with appropriate cache distribution. However, the
adequate threshold values may need to be adjusted dynam-
ically in accordance with network conditions (the topology,
frequency of requests, etc.), which will be tackled in future
work.

5.3 Effect of Reclustering Intervals

We investigate the effect of reclustering intervals. Figure 9
shows the average number of hops, cache hit rate, and ad-
vertisement rate when the reclustering interval varies. Here,
the lower/upper thresholds were set to 70/100 (adequate val-
ues in this environment). Figure 9(a) shows that shorter
reclustering intervals improve delivery latency except for
too-short ones. This is because the shorter intervals can
quickly migrate to the adequate cluster size and improve
cache hit rates as shown in Fig. 9(b). However, too-short
intervals inhibit migration to the adequate cluster size due
to heavy cache updates immediately after reclustering. In
addition, Fig. 9(c) shows that shorter reclustering intervals
improve the overhead. This is because unnecessary cache
updates are reduced by quickly migrating to the adequate
cluster size. Consequently, the reclustering interval should
be set to an adequately short value, which is 3 seconds in
this environment.

5.4 Effect of Change Intervals of Zipf

We investigate the effect of change intervals of Zipf α to
show the environmental tolerance. For example, when the
change intervals are set to 20 seconds, 30 seconds after the
simulation starts with Zipf α of 1.0 and a cluster size of 4,

Zipf α sequentially changes to 0.6, 1.4, 1.8, and 1.0 every
20 seconds, and these changes are repeated for 240 seconds
(until the end of simulation). Figure 10 shows the average
number of hops, cache hit rate, and advertisement rate when
the change intervals of Zipf α vary. Here, the thresholds of
lower/upper were set to 70/100, and the reclustering interval
was set to 3 seconds (adequate values in this environment).
From Fig. 10, the proposed (Dynamic) scheme always im-
proves the delivery latency, cache hit rate, and overhead com-
pared with the conventional (Static) scheme in a wide range
of change intervals. This is because the proposed scheme
can adapt cluster sizes smoothly to environments where the
content popularity changes frequently.

5.5 Effect of Network Topology

Finally, we evaluate the proposed and conventional schemes
comparatively in a practical network topology. We used the
Interoute topology of 110 nodes from the Internet Topology
Zoo [24] on the basis of comparative paper [8]. Since the
dataset shows the relationship of pop-level routers, we de-
fined each node as CR and placed producers and consumers
on each CR. Content was randomly placed on each producer.
Each consumer sent interest packets requesting content to-
ward the producer at normal distribution intervals with an
average value of 1.0 seconds. The Dynamic scheme used
the clustering algorithm described in Sect. 3.1 and its ini-
tial cluster size was set to approximately 4 (16 CRs in each
cluster). The HRC scheme formed 6 clusters by the k-split
algorithm. These settings were the appropriate value for an
α of 1.0 at the start of the simulation. The Dynamic scheme
can migrate the cluster size, which consists of 4, 9, 16, 36, or
110 CRs in each cluster, during the simulation. The reclus-
tering interval was set to 3 seconds, the flooding limit was set
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Fig. 11 Effect of network topology.

to 6, and the lower/upper threshold values were set to 70/130,
which were the appropriate values in this simulation. Other
simulation parameters shall conform to Table 1.

Figure 11 shows the average number of hops and cache
hit rate as a function of time. It indicates that the trend is
almost the same as the results for the grid topology shown in
Sect. 5.1, and theDynamic scheme alwaysmaintains the high
cache hit rates and reduces the average number of hops. In
addition, regarding communication overheads, the Dynamic
scheme achieves smaller advertisement rates of 4.37% than
the Static scheme of 6.07%. Therefore, the proposed scheme
is effective even in practical network topologies.

6. Conclusion

Weproposed a dynamic clustering scheme to adjust the cache
distribution range in accordance with the change in content
popularity. Our scheme adjusts the cluster size effectively
using a simple threshold-based algorithm based on the num-
ber of cache updates in the cluster. Simulation evaluations
have indicated that the proposed scheme can reduce the de-
livery latency while consistently maintaining a high cache
hit rate in a large domain environment where content pop-
ularity changes. In future work, we will investigate more
flexible clustering schemes considering content attributes in
practical topologies.
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Traffic Reduction for Speculative Video Transmission in Cloud
Gaming Systems

Takumasa ISHIOKA†a), Tatsuya FUKUI††, Toshihito FUJIWARA††, Satoshi NARIKAWA††, Nonmembers,
Takuya FUJIHASHI†, Shunsuke SARUWATARI†, and Takashi WATANABE†, Members

SUMMARY Cloud gaming systems allow users to play games that re-
quire high-performance computational capability on their mobile devices
at any location. However, playing games through cloud gaming systems
increases the Round-Trip Time (RTT) due to increased network delay. To
simulate a local gaming experience for cloud users, we must minimize
RTTs, which include network delays. The speculative video transmission
pre-generates and encodes video frames corresponding to all possible user
inputs and sends them to the user before the user’s input. The speculative
video transmission mitigates the network, whereas a simple solution sig-
nificantly increases the video traffic. This paper proposes tile-wise delta
detection for traffic reduction of speculative video transmission. More
specifically, the proposed method determines a reference video frame from
the generated video frames and divides the reference video frame into mul-
tiple tiles. We calculate the similarity between each tile of the reference
video frame and other video frames based on a hash function. Based on
calculated similarity, we determine redundant tiles and do not transmit them
to reduce traffic volume in minimal processing time without implementing
a high compression ratio video compression technique. Evaluations using
commercial games showed that the proposed method reduced 40–50% in
traffic volume when the SSIM index was around 0.98 in certain genres,
compared with the speculative video transmission method. Furthermore, to
evaluate the feasibility of the proposed method, we investigated the effec-
tiveness of network delay reduction with existing computational capability
and the requirements in the future. As a result, we found that the proposed
schememaymitigate network delay by one to two frames, evenwith existing
computational capability under limited conditions.
key words: cloud gaming, low latency, speculative video transmission,
traffic reduction

1. Introduction

As networks become more sophisticated, there is a growing
interest in cloud gaming services [1]. A cloud gaming ser-
vice enables high-end games on low-end devices by running
games on a cloud server equipped with a GPU to replace
the graphics rendering process [2]. High-end games require
complex processing with dedicated GPU cards installed in
high-performance PCs or game consoles. Using cloud gam-
ing services, users can play high-end games from anywhere
with mobile terminals like smartphones.

Cloud gaming systems necessitate interactive operation
over the network. Typical video transmission for cloud gam-
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ing services is request-and-response. Specifically, a user de-
vice sends input to the cloud server, and the server sends back
video frames corresponding to the received input. This gen-
erated video frame is subsequently compressed using video
coding technology and transmitted to the user. The user
decodes the received video frame and displays the video
frame. However, a significant problem with the cloud gam-
ing system is an increase in the round-trip time (RTT). RTT
is the delay from sending the user’s input to displaying the
corresponding video frame on the user’s device. The cloud
gaming server must wait for the input to return the video
frames, increasing the network delay. The network delay is
the sum of the packet delivery time from the user’s device
to the server and vice-versa, and it is a part of the RTT.
Here, the packet delivery time represents the delay when the
first bit leaves the sender until the last is received. Any in-
crease in the RTT negatively impacts the quality of the user
experience, thus posing a major challenge in gameplay [3].

Many discussions have addressed the issue of RTT on
cloud gaming systems. The RTT has a significant effect
on the gaming experience [4]. It’s a crucial factor in some
games, and the demands can change based on the target
game’s features [5]. Beyond reducing propagation delay, sev-
eral aspects, like reducing transmission delay through video
quality optimization, application optimization, and more,
have been explored to cut down on system-wide latency.
Table 1 lists major research topics related to cloud gaming
response time and traffic issues. Certain studies have used
platform techniques, like mobile edge computing, to shrink
response time [6]. Numerous studies focused on platform
optimization, which includes dynamically adjusting video
quality [7], optimizing cloud resources [8], [9], and creating
cloud-native games [10], [11]. However, simply reducing
latency does not provide an experience identical to playing
a game locally. We need to eliminate any network delays
to make the user’s experience match that of playing a game
locally.

Some studies suggest speculative video transmission
methods to minimize the RTT. Speculative video transmis-
sion is an approachwhere video data is transmitted efficiently
by utilizing input predictions. This approach predicts the
next potential input based on the user’s past inputs or gen-
eral input patterns and accordingly pre-renders and transmits
the frames. For example, in [12], the cloud server creates
in advance and encodes video frames corresponding to all
potential user inputs within one frame, then sends them all

Copyright © 2024 The Institute of Electronics, Information and Communication Engineers
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Table 1 Major research topics on response time and traffic challenges in cloud gaming.

to the user. The speculative video transmission aims to mit-
igate the network delay. In other words, we aim for the
perceived network delay to be zero. The perceived network
delay is essentially how a user experiences the network de-
lay. By transmitting video frames speculatively, the proposed
scheme makes the user perceive the network delay as zero,
even if there’s an inherent delay.

A key issue in realizing speculative video transmission
is significant video traffic when the number of the user’s
potential inputs in each frame is large. For example, when
the network delay is d [s] and the frame rate is f [fps], the
server lists the potential inputs in future n = dd · f e frames.
The server then renders the video frames according to the
potential inputs and transmits the video frames to the user.
Since the video frames corresponding to the listed potential
inputs are buffered on the user’s device before his/her in-
put, the network delay can be regarded as zero. The server
then renders the video frames according to the listed po-
tential inputs and transmits the video frames to the user.
Current request-and-response transmissions commonly use
differential coding methods such as H.264/Advanced Video
Coding (AVC) [13] and H.265/High Efficiency Video Cod-
ing (HEVC) [14]. However, each speculative video frame
contains the effects of prediction errors and uncertainty in
prediction data. It is desirable to mitigate the impact of accu-
mulated prediction errors and the uncertainty of prediction
data by processing each frame independently. Therefore,
in speculative video transmission, intra-coding, a coding
method that processes each frame independently, is a more
appropriate approach than the existing differential coding
methods. If one simply uses intra-coding alone, it would be
challenging to achieve sufficient compression rates to coun-
teract the increase in traffic volume caused by speculative
processing. The proposed method aims to reduce traffic
volume by focusing on the similarities between speculative
frames at the same time slot, utilizing intra-coding as a base.

As a method focusing on the similarities between spec-
ulative frames within the same time slot, this paper proposes
a tile-wise delta detection approach. In this approach, the
cloud server generates the video frames based on the user’s
potential input and selects one video frame as the reference
frame. It then partitions these generated video frames into
multiple tiles. Instead of encoding and transmitting all tiles
uniformly, the system sends only those that have notable
differences from the tiles of the reference frame. Further-
more, this tile-wise delta detection approach utilizes a hash
function to estimate the similarity between the tiles of the
reference frame and the generated videos. This approach
achieves a low computational cost while maintaining certain
similarity estimation accuracy.

To evaluate the effectiveness of the proposed method,
we adopted several commercial games, including first-
person, third-person, and omniscient games, for comparison.
From the evaluations, the proposedmethod reduces the video
traffic for speculative video transmission irrespective of the
game genre. Depending on the game genres, we achieve
high reductions especially. In addition, we discuss the feasi-
bility of the proposed method considering the computational
capability of the cloud server.

The contributions of this study are as follows:

1. We design tile-wise delta detection for cloud gaming
services to simultaneously achieve network delay miti-
gation and traffic reduction while keeping video quality.

2. We adopt a hash-based similarity calculation to esti-
mate the similarity between the tiles with a low compu-
tational cost.

3. We develop a speculative video transmission system to
empirically evaluate the effectiveness and feasibility of
the proposed method.

4. We use three genres of commercial games for evalu-
ations, i.e., first-person, third-person, and omniscient
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games, to further discuss the effectiveness of the pro-
posed method in practical game videos.

5. We simulated the computational capability required to
implement the proposed method and discussed the fea-
sibility.

2. Proposed Method

2.1 Overview

Figure 1 shows an overview architecture of the proposed
method. The cloud gaming server generates all potential
input patterns for the user according to the number of spec-
ulative frames and input patterns per frame. The system
renders the video frames according to the potential input
patterns and the current game state. It divides each rendered
video frame intomultiple tiles and selects one video frame as
the reference to calculate the similarity between other video

frames using a hash function. It calculates the similarity for
each tile. Based on the similarity, the tiles with high simi-
larity are not encoded and transmitted to the user. The user
uses the same tiles in the reference video frame, whereas
the tiles with low similarity are encoded and transmitted to
the user. Each user decodes the video frame corresponding
to the actual input and displays it on the screen. The cloud
gaming server begins the transmission of the video frames,
considering the network delay. The network delay appears
to be zero from the user’s perspective. In addition, each user
sequentially sends his/her input to the cloud gaming server
to update the current game state.

Figure 2 shows the data flow between the cloud gaming
server and the user’s device. We consider the number of
speculative frames n to be two based on the network delay
and the frame rate. At the time instance t0, the user’s device
sends an input to the cloud gaming server. The cloud gaming
server has already received the input for t−1 from the user’s
device and updates the game state based on the received

Fig. 1 Proposed cloud gaming system architecture.

Fig. 2 Data flow between server and client.
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input. Let A be the number of the potential input patterns in
each frame. In this case, the cloud gaming server generates
A2 potential input patterns and prepares multiple game states
for t1 by speculatively updating the game state for each input.
It then renders video frames of the game states for t1 and
sends the video frames to the user’s device, followed by
the proposed tile-wise delta detection. The user’s device
displays the video frames with a negligible RTT based on
the user’s true input at t1. The above operations are repeated
in every frame.

2.2 Tile-Wise Delta Detection

Figure 3 shows the overview of the proposed tile-wise delta
detection. The cloud gaming server with speculative video
transmission generates video frames for user potential input
patterns. The speculative video transmission canmitigate the
network delay by pre-sending the generated video frames to
the user, whereas it will cause large video traffic. In the
proposed method, we detect redundant frames with respect
to the reference frame. It then calculates the similarity be-
tween the reference video frame and the other tiles. For the
similarity calculation, the cloud gaming server partitions the
reference video and other video frames into M vertical tiles
and N horizontal tiles. Figure 3 presents an example for
the case where M = 4 and N = 4. We identify redundant
tiles relative to the reference frame to reduce the video traffic
generated by video frames.

Our proposed method employs perceptual hash
(pHash) [15] to calculate the similarity based onDiscrete Co-
sine Transform (DCT) between tiles. The pHash is a widely

utilized image similarity estimation algorithm. It prioritizes
extracting the features in the low-frequency components eas-
ily perceived by humans, thereby enabling the extraction of
perceptible differences. Despite requiring longer computa-
tional time compared to average hash (aHash) and difference
hash (dHash), pHash demonstrates robustness against image
reduction and blur [16]. Considering that certain games may
generate high-quality images or motion blur, we argue that
pHash is our method’s most appropriate image similarity es-
timation algorithm. The procedure to compute the pHash
value for each tile is as follows.
1. Converts a video frame to a grayscale image with the

same luminance as the original color image.
2. Resize the grayscale image to 32 × 32 [pixels].
3. Perform a discrete cosine transform (DCT) for the re-

sized tiles and extract the DCT coefficients over an
8 × 8 [pixels] region. It selects 64 low-frequency DCT
coefficients.

4. Obtain the median of the extracted DCT coefficients
and convert them to binary based on the average value.
Finally, we obtain a 64-bit hash value.

The system then uses the pHash values corresponding to each
tile in the reference video frame and the hash values of tiles in
other video frames to determine similar and dissimilar tiles
according to Hamming distance. The maximum possible
Hamming distance is 64.

2.3 Number of Speculative Frames Relative to Computa-
tional Capability

The speculative video transmission can mitigate the network

Fig. 3 Overview of the proposed tile-wise delta detection.
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delay from the user’s perspective by sending the video frames
of possible user’s future input patterns. In the proposed
scheme, the cloud gaming server lists the user’s potential
inputs in future frames and renders the video frames. The
cloud gaming server generates the video frame and performs
tile-wise delta detection on a frame-by-frame basis. Accord-
ingly, the latency requirement depends on the frame rate of
cloud gaming services. We consider the frame rate of 60 fps;
thus, the requirement is 16.6 ms.

Let CS [Hz] be the total operating frequency of the
central processing unit (CPU) in the cloud gaming server,
PS [cycles] be the total number of cycles of speculative
game execution processes, and f [fps] be the frame rate.
Here, A denotes the number of the potential input patterns in
each frame. In this case, the possible number of speculative
frames n̂ [frames] that can be speculatively processed is
subject to the following restrictions:

n̂ =
⌊
logA

(
CS

f · PS

)⌋
(1)

Let PG be the number of game execution process cycles per
frame, PS can be determined as follows:

PS = PG · An̂ (2)

Therefore, n̂ relative to the total operating frequency of the
CPU is as follows:

n̂ =
⌊
1
2

logA

(
CS

f · PG

)⌋
(3)

Here, d [s] and tp [s] denote the network delay and the
perceived network delay. When the server lists the potential
inputs for future n̂ [frames] within each frame, the perceived
network delay tp is as follows:

tp =

{
0 if

(
n̂
f ≥ d

)
,

d − n̂
f else

(4)

The proposed method reduces the perceived network delay
by rendering a large number of future input patterns frame-
by-frame. However, as defined in Eq. (3), significant com-
putation power is required to mitigate the perceived network
delay as the value of n̂ increases.

3. Rate-Distortion Optimized Speculative Frame Cod-
ing

In this section, we introduce the notion of transition probabil-
ity P(Fk) to each frame at time t. Fk denotes the k-th frame
in the group of frames (Ft ) to be speculatively processed at
time t. The frames the user requests are independent and
therefore

∑
k P(Fk) = 1. The transition probabilities to each

frame are assumed to be obtainable in advance. We can
determine transition probabilities using time series analysis
of user operation logs or machine learning-based analysis.
This idea draws influence from the discussion in [17] on
improving input prediction based on the assumption that the

input continues seamlessly from the immediately preceding
input. Note that, depending on the game genre and the input
method of the operations, determining the exact transition
probabilities might not always be practical. However, this
limitation does not restrict the generality of our approach,
as individuals can modify the probabilistic model without
affecting the proposed system.

When the input pattern per frame A is speculatively
processed for n̂ frames, Ft is shown as follow:

Ft = {Fk |k ≤ An̂} (5)

Here, we assume that the server has determined the transi-
tion probabilities P(Fk |Ft ) for all possible transition frames.
Allocating more bits to frames more likely to be displayed
by the user improves the user experience.

The rate allocation algorithm is implemented to min-
imize the distortion expected at the decoder, according to
the transition probability P(Fk |Ft ). Assuming r(k) bits are
assigned to k-th frames, the distortion is shown as follows:

D =
An̂∑
k=1

D(r(k))P(Fk |F ) (6)

In the proposed method, the difference from the refer-
ence frame is determined for each tile of M×N and transmits
only those with a difference. τ represents the hash thresh-
old, r(i, j, k) indicates the bitrate of (i, j)-th tile in k-th frame,
and x(i, j, k) is a binary variable that determines whether the
tile is transmitted or not. Specifically, the proposed scheme
assigns x(i, j, k) = 0 when the Hamming distance of the
tile between the reference video frame and another video
frame is below the hash threshold τ and vice-versa. It means
that setting a lower hash threshold increases the number of
transmission tiles. In this case, the distortion is defined as:

D =
An̂∑
k=1

M∑
i=1

N∑
j=1

D(r(i, j, k))P(Fk |F )x(i, j, k)

s.t .
M∑
i=1

N∑
j=1

An̂∑
k=1

r(i, j, k)x(i, j, k) ≤ Rlimit

s.t . x(i, j, k) =
{

1 (if send)
0 (else)

(7)

Here, r(i, j, k)x(i, j, k) denotes the rate distribution limited
by the given rate Rlimit , D(r(i, j, k)) denotes the distortion
for each tile encoded with r(i, j, k) bits. Since P(Fk |F ) does
not depend on r , the rate distribution optimisation problem
is solved with Lagrange multipliers λ > 0, the cost J is as
follow:

J = min
r,x

{ An̂∑
k=1

M∑
i=1

N∑
j=1

D(r(i, j, k))P(Fk |F )x(i, j, k)

+ λ | |rx| |1
} (8)

By solving the optimization problem, the proposed scheme
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can find the optimal hash threshold τ and bit assignment for
each tile r(i, j, k) to minimize the distortion under the given
rate Rlimit.

4. Evaluation

4.1 Traffic Reduction in Commercial Games

We measured the video traffic and the corresponding struc-
tural similarity (SSIM) index [18] of the speculative video
transmission with tile-wise delta detection. Table 2 presents
the environments of this evaluation. SSIM index is a bet-
ter objective metric for predicting the perceptual similarity
between original and processed video frames. Larger val-
ues of the SSIM index close to 1 indicate higher perceptual
similarity between these frames.

In this evaluation, we classify commercial games into
first-person, third-person, and omniscient. First-person
games are displayed from the viewpoint of the user-
controlled character. First-person shooting (FPS) is a typi-
cal first-person game. The video frame of an FPS game is
characterized by the display of the user interface (UI) and
weapons, such as guns and knives held by the characters at
certain coordinates. The objects contained within the view-
point change rapidly in response to the user’s inputs.

Third-person games are displayed from the rear view
of the user’s character. A typical third-person game is an
action game. The video frame of an action game has the
characteristic of displaying the user’s character at certain
coordinates. As in FPS games, the objects contained within
the viewpoint change rapidly in response to the user’s inputs.

Omniscient games are displayed so that the user over-
looks the controlling character. A typical omniscient game
is a fighting game. The video frame of a fighting game dis-
plays a fixed viewpoint such that the user’s character and
the entire field of play are contained. The user-controlled
character moves within a fixed viewpoint in response to the
user’s inputs.

We used the following commercial games for compari-
son: Valorant [19], Overwatch2 (OW2) [20], and Border-
lands3 [21] as first-person games; Genshin Impact [22],
Monster HunterWorld (MHW) [23], and ELDENRING [24]

Table 2 PC specs used for evaluation.

as third-person games; and Street Fighter V (SFV) [25],
Hearthstone [26], and Cuphead [27] as omniscient games.
To facilitate comparison, we replicated a game state for each
game and obtained video frames corresponding to various
inputs from that state. Specifically, we recorded 10 video
frame patterns for each game, from which one frame was
chosen randomly to serve as the reference frame. All frames,
also divided tiles, were processed without compression. Ac-
cordingly, in Eq. (8), P(Fk |F ) remains constant regardless
of the values of k, and D(r(i, j, k)) equals zero.

Table 3 shows each commercial game’s SSIM index and
traffic reduction ratio on the proposed system. In this evalua-
tion, the proposedmethod divided each video frame into 3×3
tiles, and the Hamming distance threshold is τ = 0, i.e., only
tiles with perfect matches are not transmitted. The SSIM in-
dex was measured with reference to the original video frame.
As a result, all omniscient games had a reduction efficiency
of 40–50%with an SSIM index of approximately 0.98. Since
the region in which the user input effect tends to be limited,
the tiles with zero Hamming distances are more likely to ap-
pear. Therefore, high reduction efficiency can be achieved.
On the other hand, some first-person and third-person games
had video quality degradation and low reduction ratio com-
pared to omniscient games. In first-person and third-person
games, the entire video frame may change owing to user
input. Therefore, the reduction efficiency is reduced when
the Hamming distance threshold is set to τ = 0. Optimiz-
ing the Hamming distance threshold and the number of tile
divisions may improve reduction efficiency while limiting
quality degradation.

Figures 4(a) through 4(f) show the snapshots of the
games. We select Valorant, Genshin Impact, and SFV as
the first-person, third-person, and omniscient games. Fig-
ures 4(a) through 4(c) show the original video frames and
Figs. 4(d) through 4(f) show the proposed video frame. Here,
we divided each uncompressed frame into 3× 3 tiles and set
τ=0 for the first-person, third-person, and omniscient games,
respectively. From the snapshots, the proposed method can
reduce video traffic irrespective of the game types. In addi-
tion, quality degradation due to the tile-wise delta detection
does not significantly impact the visual quality.

Finally, Figs. 5(a) through 5(c) show the reduction ra-
tio for the SSIM index of the first-person, third-person, and
omniscient games, respectively. In this evaluation, the pro-
posed method divided each video frame into 2 × 2 to 5 × 5
tile divisions and varied the Hamming distance threshold τ
from 0 to 64. As the value of τ increases, the number of
tiles regarded as similar also increases, leading to higher
video quality and larger SSIM indexes. Here, no tile divi-
sion means that the similarity calculation is performed on

Table 3 The SSIM index and traffic reduction ratio in each commercial game. The proposed method
divided each video frame into 3 × 3 tiles and set τ=0 for tile-wise delta detection.



414
IEICE TRANS. COMMUN., VOL.E107–B, NO.5 MAY 2024

Fig. 4 Snapshots of the games. (a) and (d) show the first-person game’s video frames. (b) and (e)
shows the third-person game’s video frames. (c) and (f) shows the omniscient game’s video frames.

Fig. 5 Traffics relative to SSIM index. To evaluate traffic based on the SSIM index, we measured the
traffic and average SSIM index for each tiling by varying the Hamming distance threshold τ value from
0 to 64 for the original video frame.

the whole frame without tiling it.
We can see the following results:

• Raising the threshold τ value enhances the traffic re-
duction ratio across all games by classifying more tiles
as similar. Nevertheless, this also leads to a significant
decrease in the SSIM index.

• Figures 5(a) to (c) show that performing similarity esti-
mation on each tile after division performs better com-
pared to the scenario where similarity estimation is
performed without division. All games produced the
highest quality video, especially when split into 3 × 3
tiles.

• Figure 5(c) indicates that optimizing the number of tiles
increases the reduction ratios. For instance, with an
SSIM index of 0.9628, the reduction ratio registers
62.55% for 3 × 3 tile division and 36.14% for 4 × 4
tile division.

• Figure 5(c) shows that tile-wise delta detection works

well in omniscient games. In such games, the back-
ground tiles are static, irrespective of the user’s inputs,
and this can lead to a large reduction in traffic.

• Figure 5(a) indicates the potential effectiveness in other
genres, depending on each game’s characteristics. In
other words, the proposed method works well when the
game field has minimal transitions for each input, such
as when the background is monotonous.

Considering the rate-distortion optimization discussed
in Sect. 3, the results from Figs. 5(a) to 5(c) suggest that
regardless of the number of tile divisions, setting a smaller
τ increases the number of transmitted tiles, i.e., there is
a higher proportion of instances where x = 1. In such
cases, it becomes necessary to reduce the quality of each
tile through rate-distortion optimization, thereby decreasing
the value of r . Conversely, setting larger τ decreases the
number of transmitted tiles, i.e., there is a higher proportion
of instances where x = 0. The value of r can be increased
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Fig. 6 The perceived network delay as a function of network delays with
the different number of potential input patterns in each frame.

through rate-distortion optimization.

4.2 Feasibility

In this section, we carry out experiments to discuss the
perceived network delay under the different computation
resources and the number of potential input patterns in
each frame. Table 2 shows the experimental setup. Intel
Core i9-10850K has ten unlocked cores and hyper-threading,
and each core can turbo up to an operating frequency of
5.2×109 Hz. Here, we consider the average number of game
execution process cycles per frame PG to be 2.5×106 cycles
based on the measurement during running SFV.

Figure 6 shows the perceived network delay as a func-
tion of network delays with the different number of potential
input patterns in each frame. We assume the same computa-
tion capability as the Intel Core i9-10850K CPU used in our
implementation. From the evaluation results, the cloud gam-
ing server can decrease the number of video frames needed
to be rendered in a short network delay environment and a
limited number of potential inputs. In this case, the cloud
gaming server can complete the required operations in ev-
ery frame, and the perceived network delay becomes zero.
In a long network delay and a large number of the user’s
potential inputs, the cloud gaming server does not com-
plete the required operations within one frame, and thus,
the perceived network delay becomes longer. However, the
proposed scheme can reduce the perceived network delay
because the cloud gaming server sends the rendered video
frames once the required operations are finished. A lower
perceived network delay, i.e., RTT, also contributes to the
improvement of the cloud gaming experience.

Figure 7 shows the perceived network delay as a func-
tion of the total clock speed, where the network delay is
assumed to be 25 ms [28]. When the number of potential in-
put patterns is three, the proposed scheme can eliminate the
network delay using an off-the-shelf CPU, e.g., Intel Core
i9-10850K. On the other hand, the proposed scheme needs
100 and 10000 times the computational capabilities of the
current experimental setup to achieve zero perceived net-

Fig. 7 The perceived network delay as a function of the total clock speed,
where the network delay is assumed to be 25ms.

work delay when the number of potential input patterns in
each frame is 10 and 100, respectively.

5. Related Works

This research is related to studies on speculative video trans-
mission, network delay reduction in cloud gaming, and dif-
ferential coding.

5.1 Network Delay Reduction in Cloud Gaming

In cloud gaming systems, the network delay will be a critical
issue since a long network delay damages the user’s experi-
ence depending on the characteristics of the target game [29].
Some studies aim to reduce network delay to enhance user
experience quality in cloud gaming systems. We can clas-
sify the existing methods into individual delay reduction and
zero-delay solutions. For individual delay reduction, Suzuje-
vic [30] proposed an adaptive video codingmethod to reduce
transmission and processing delays. Specifically, the cloud
gaming server degrades game video frames and their frame
rate to reduce the video traffic and corresponding transmis-
sion delay. In [31], they aim to reduce propagation delay
by decreasing the distance between the cloud gaming server
and the user terminal. Specifically, each user connects to a
physically nearby cloud gaming server and exchanges pack-
ets, thus achieving an experienced quality closer to a local
gaming system. Zhang [6] utilized edge networks to reduce
network delay and bandwidth consumption. They form edge
networks to a data center for cloud gaming and perform com-
putationally demanding operations, such as video rendering,
on the edge networks. Other studies [10], [11] adjust the
game system to reduce the effect of a long network delay on
the quality of experience.

For zero-delay solutions, speculative video transmis-
sion has been designed in recent years. Outatime [32] is
proposed to eliminate the network delay in cloud gaming sys-
tems by utilizing speculative execution. Outatime transmits
speculatively generated multiple video frames as early as the
network delay of the server-user network. Each user outputs
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a game video frame from the received multiple video frames
by applying the appropriate image synthesis technique ac-
cording to the user’s input. In contrast, the user device
requires a high computation cost for running the sophisti-
cated image synthesis technique. CloudHide [12] is another
method for eliminating network delay in cloud gaming sys-
tems through speculative execution. CloudHide transmits
all speculatively generated video frames to the user in ad-
vance for network delay reduction, whereas it significantly
increases video traffic. In existing methods, while issues
related to video traffic are mentioned, specific solutions are
not provided.

Our study is one of the zero-delay solutions. We aim
to eliminate the network delay by transmitting all specula-
tively generated game video frames to the user in advance
while reducing traffic. To reduce video traffic without an ad-
ditional computation cost, we propose hash function-based
tile-wise delta detection. Specifically, it detects redundant
tiles between game video frames using a hash function, i.e.,
low computation cost, and skips encoding and transmission
of the redundant tiles for traffic reduction.

5.2 Differential Coding

Video coding techniques such as H.264/AVC and
H.265/HEVC are used to encode video frames in cloud gam-
ing. In H.264/AVC and H.265/HEVC, traffic reduction is
achieved by encoding and transmitting the difference be-
tween the current frames and the previously encoded frame.
For cloud gaming, traffic reduction methods based on users’
perspectives have been proposed to prevent the degradation
of the user’s perceptual quality. Sabat [33] determines the
video quality of the game video frames based on gazing
points at objects in the game. Hegazy et al. [34] improve
the perceptual quality by maximizing the video quality of
the regions of interest within each video frame. Illahi [35]
proposed a foveated video encoding (FVE) to determine the
quality within each game video frame based on the user’s
gaze information. FVE can reduce traffic by encoding the
periphery of the field of view at a lower resolution by taking
advantage of the property that the resolution becomes lower
as one moves outward from the field of view.

Other than cloud gaming, there have been stud-
ies on traffic reduction in immersive video applications.
In [36], they proposed adaptive tile-based virtual real-
ity (VR) video transmission. The tile-based video trans-
mission schemes [37]–[40] divide the entire video frame
into multiple tiles. There are two advantages of tile-based
schemes. The first advantage is to realize video coding par-
allelization to decrease coding delay. For example, in [38],
they realize parallel video coding in H.265/HEVC consider-
ing adaptive tile patterns and decrease the coding delay by ap-
proximately 20–40%. The second advantage is fine-grained
quality control. Given that many areas in VR video are out-
side the user’s viewport, the video quality can be improved
by transmitting only the viewport. Another study in [41]
aims for a traffic reduction for multi-view video. Multi-view

video coding requires efficient encoding to transmit multiple
viewpoint videos over band-limited networks. For this pur-
pose, they utilize disparity prediction and compensation to
remove the inter-view redundancy between the viewpoints.

The proposed tile-wise delta detection is designed for
coding multiple game video frames at the same time instant.
The tile-wise delta detection is a similar way to the disparity
prediction, whereas the computational complexity of the tile-
wise delta detection is low because of a hash function-based
similarity prediction. Although the similarity prediction is a
simple way, the proposed method can yield traffic reduction
in commercial games from evaluation results.

6. Conclusion

In this paper, we propose a traffic reduction method for spec-
ulative video transmission in cloud gaming systems to miti-
gate the network delay. The concept of the proposed method
can be applied to all genres of commercial games. Evalu-
ations on Valorant, Genshin Impact, and SFV showed that
the proposed method reduced the traffic by approximately
35%, 24%, and 53%, respectively, without video compres-
sion techniques when the average SSIM index was approxi-
mately 0.98. In addition, we discussed the feasibility of the
proposed method based on the experimental environment.
The proposed speculative execution for two frames may be
possible when there are three input patterns in each frame.

In the future, we will extend the proposed scheme to
accommodate multiple users. In this case, the cloud gaming
server lists future inputs for each user and renders the video
frames for each user. A key issue is reducing the traffic
increment with an increase in the number of users. A poten-
tial solution is to employ a tile-wise delta detection for the
video frames across the users to remove redundant informa-
tion. How to efficiently remove the redundant information
to accommodate multiple users is left as the future work.
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Estimation of Drone Payloads Using Millimeter-Wave
Fast-Chirp-Modulation MIMO Radar
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SUMMARY With the development of drone technology, concerns have
arisen about the possibility of drones being equipped with threat payloads
for terrorism and other crimes. A drone detection system that can detect
drones carrying payloads is needed. A drone’s propeller rotation frequency
increases with payload weight. Therefore, a method for estimating pro-
peller rotation frequency will effectively detect the presence or absence of
a payload and its weight. In this paper, we propose a method for classifying
the payload weight of a drone by estimating its propeller rotation frequency
from radar images obtained using a millimeter-wave fast-chirp-modulation
multiple-input and multiple-output (MIMO) radar. For each drone model,
the proposed method requires a pre-prepared reference dataset that estab-
lishes the relationships between the payload weight and propeller rotation
frequency. Two experimental measurement cases were conducted to inves-
tigate the effectiveness of our proposal. In case 1, we assessed four drones
(DJI Matrice 600, DJI Phantom 3, DJI Mavic Pro, and DJI Mavic Mini) to
determine whether the propeller rotation frequency of any drone could be
correctly estimated. In case 2, experiments were conducted on a hovering
Phantom 3 drone with several payloads in a stable position for calculating
the accuracy of the payload weight classification. The experimental results
indicated that the proposed method could estimate the propeller rotation
frequency of any drone and classify payloads in a 250 g step with high
accuracy.
key words: millimeter-wave MIMO radar, fast chirp, radar imaging, drone
detection, payload weight estimation

1. Introduction

Drones have advanced rapidly and are widely used in vari-
ous fields, such as security, surveying, delivery, photography,
disaster response, and agriculture in recent years [1]. How-
ever, along with their growing use, concerns have arisen
about the possibility that drones can be equipped with pay-
loads of explosives, biological and chemical weapons, and
illicitmaterials for terrorism and other crimes [2], [3]. There-
fore, antidrone systems must be able to detect the presence
or absence of payloads and deal with these drones on a prior-
ity basis. Drone detection technologies, including cameras,
microphones, and radars, are being actively studied and de-
veloped. Radars are attracting significant attention as an
effective drone detection technology because they are not
affected by weather conditions, unlike cameras and micro-
phones [4].

Most studies on drone detection using radars rely on
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the micro-Doppler signatures generated by the rotation of
drone propellers [5]–[9]; in these cited studies, drone mod-
els were classified based on differences in their micro-
Doppler signatures. In addition, several studies have been
conducted recently on detection of drones carrying pay-
loads using micro-Doppler signatures [10]–[13]. In [10],
the micro-Doppler signatures of two types of drones with
different payloads were obtained using W-band, C-band,
andS-band frequency-modulated continuous-wave (FMCW)
radars. Different micro-Doppler signatures were observed
with an increase in payload weight, and a payload weight
classification algorithm based on micro-Doppler signatures
was proposed. In particular, the W-band was found to be
the preferred frequency band for payload classification using
the FMCW radar. In [11], the micro-Doppler signatures of
a drone with a payload were obtained using an S-band mul-
tistatic pulsed Doppler radar. In [12], a convolutional neural
network was applied to the data acquired in [11], and payload
weights were classified well. Of particular interest is a study
about drones equipped with heavy payloads and dynamic
payloads generating inertial forces, such as guns [13]. In this
study, the micro-Doppler signatures of two types of drones
were obtained using a K-band FMCW radar and a W-band
continuous-wave radar. The authors discussed the effects of
payloads on micro-Doppler signatures and showed that these
signatures were inconsistent and not unique to the drones car-
rying the target payloads. [12] used micro-Doppler signa-
tures for achieving a highly accurate payload classification,
similar to [10] and [11]. Furthermore, [13] reported that no
unique micro-Doppler signatures could clearly distinguish
between drones with and without a payload. Hence, the
robust discrimination between payload and no payload is
challenging. These results show that depending on the radar
specifications and measurement environments, the payload
estimation using micro-Doppler signatures may be difficult.
Therefore, methods for estimating payload weights that do
not rely on micro-Doppler signatures should be explored.
[13] and [14] revealed that the rotation frequency of a pro-
peller increases with the payload weight due to the need for
additional thrust. The increase trend of the propeller rotation
frequency depends on the drone model. Therefore, com-
bined with existing algorithms for classifying drone models,
such trends can be used as a reference dataset for estimating
payload weights.

In this paper, we propose a method for classifying the
payload weight of a drone by estimating its propeller rotation
frequency from radar images obtained using a millimeter-

Copyright © 2024 The Institute of Electronics, Information and Communication Engineers
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wave fast-chirp-modulation multiple-input and multiple-
output (mmW FCM MIMO) radar. The proposed method
requires a pre-prepared reference dataset that relates the pay-
loadweight to the propeller rotation frequency for each drone
model. To the best of our knowledge, the proposed method
is the first report of a payload estimation method that does
not rely on micro-Doppler signatures when investigating the
radar-based payload classification. We studied the radar
imaging of a drone using an mmW FCM MIMO radar in
[15]. The results showed that the propeller rotation pro-
duced periodic variations in the signal intensity of the pixels
corresponding to the propeller in radar images. The sam-
pling period of an mmW FCM MIMO radar is fast enough
for observing a drone’s propeller rotation. The use of the
millimeter-wave radar in W-band is the preferred choice for
the payload estimation, as revealed in [10], and the radar
is considered to reflect off small components, such as drone
propellers, due to itswavelength characteristics. The rotation
frequency of a propeller can be estimated by applying fast
Fourier transform (FFT) to the signal intensity variations.
To demonstrate the estimation of the rotation frequency of
propellers, we conducted measurement experiments on four
drones: DJIMatrice 600, DJI Phantom 3, DJIMavic Pro, and
DJIMavicMini. Additionally, we performed experiments on
a drone with several payloads in a stable position to investi-
gate the effectiveness of the proposed method for estimating
payload weights from estimated rotation frequencies.

The rest of this paper is organized as follows. Sec-
tion 2 is an explanation of the mmW FCM MIMO radar,
radar imaging, and the payload weight estimation method.
Section 3 shows our measurement results and a discussion
of the effectiveness of our proposal. Finally, we summarize
this paper in Sect. 4.

2. Payload Weight Estimation

2.1 mmW FCMMIMO Radar

Figure 1 shows a diagram of the mmW FCM MIMO radar.
The FCM radar transmits and receives a sinusoidal signal
called chirp, whose frequency is modulated over an ultraw-
ide bandwidth with time. The modulation and observation
times of a chirp are called fast and slow times, respectively.
A received chirp is mixed with a transmitted chirp to mea-
sure the intermediate-frequency (IF) signal. The IF signal is
sampled using an analog-to-digital converter for each receive
antenna and stored in memory as multiple-input, multiple-
output (MIMO) channel data. The MIMO channel data,
consisting of the IF signals of the radio channels between
the transmit and receive antennas, are reconstructed into
single-input, multiple-output channel data of a contiguous
virtual array (MIMO virtual array) [16]. The received ma-
trix R(n,m, l) obtained using the radar is a 3D data matrix
(MIMO virtual array × fast time × slow time) that includes
the propagation delay time, direction of arrival (DOA), and
Doppler frequency. Here N(n = 1,2, · · · ,N) is the number
of fast-time samples, M(m = 1,2, · · · ,M) is the number of

Fig. 1 mmW FCMMIMO radar.

Fig. 2 Flow of digital signal processing.

MIMO virtual array elements, and L(l = 1,2, · · · , L) is the
number of slow-time samples.

2.2 Radar Imaging Procedure

Figure 2 shows the signal processing flow for 2D radar image
generation. A 2D FFT process is performed on the received
matrix R(n,m, l) to generate a 2D radar image (range-angle
map). The distance from the radar to the object is estimated
by performing FFT (range FFT) on the IF signal obtained by
each element constituting the MIMO virtual array. The data
matrix Rrange(r,m, l) after range FFT is as follows:

Rrange(r,m, l) =
1
N

N∑
n=1

R(n,m, l)e−j2π fn
2r
c , (1)

where r and c are the range bin and the speed of light,
respectively. fn represents the frequency of the kernel of the
Fourier transform.

A drone has many scattering points from its compo-
nents, such as its body and propellers. The spatial reso-
lution must be improved to obtain clear radar images. As
shown in Fig. 2, we apply the Khatri-Rao (KR) product vir-
tual array processing to the MIMO virtual array elements in
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each range bin [17]–[19] to improve the angular resolution.
Here, assuming that K waves are observed using M uniform
linear array (ULA) elements, the MIMO virtual array data
Rrange(rb,m, l) in a certain range bin rb are as follows:

Rrange(rb,m, l) =
K∑
k=1

a(θk)sk(l) + n(l)

= As(l) + n(l) (2)
A = [a(θ1), a(θ2), · · · , a(θk)] (3)
s(l) = [s1(l), s2(l), · · · , sk(l)]T , (4)

where a(θk) ∈ C
M and sk(l) denote the mode vector

and complex amplitude of the k-th wave, respectively;
A ∈ CM×K is the mode matrix; and n(l) is the noise vector.
The correlation matrix RC of the MIMO virtual array data
Rrange(rb,m, l) is as follows:

RC = E[Rrange(rb,m, l)RH
range(rb,m, l)]

= ASAH + RN , (5)

where E[] and H denote ensemble averaging and the complex
conjugate transpose, respectively; S is the source correlation
matrix; and RN is the noise correlation matrix. We also
apply spatial smoothing processing (SSP) to this correlation
matrix before the KR product virtual array processing to sup-
press the signal coherence of incident waves [20] because the
correlation of incident waves leads to errors in virtual array
signals [21]. The vectorization y of the spatially smoothed
correlation matrix RC is as follows:

y = vec[RC]

= vec[AS̄AH ] + vec[R̄N ]

= (A∗ � A)s′ + vec[R̄N ], (6)

where vec[] and ∗ are the vectorization operator and the
complex conjugate, respectively; � denotes the KR product
operator; s′ ∈ CK is the diagonal element of S̄; (A∗ � A) ∈

CM2×K is the KR product virtual array response matrix; and
the vector y contains repeated elements that do not help
increase the aperture length. The nonrepeating elements of
vector y are extracted to obtain the KR virtual array data of
2M−1 elements, so the aperture length is virtually increased.

The DOA of reflected signals is estimated by perform-
ing a second FFT (angle FFT) over the indexes of the KR
virtual array elements on all range bins of the data matrix
RKR(r,m′, l) after KR product virtual array processing. The
radar image at the l-th slow time Image(r,a, l) generated
after angle FFT is as follows:

Image(r,a, l) =
1

2M − 1

2M−1∑
m′=1

RKR(r,m′, l)e−j
2π(m′−1)

2M−1 a,

(7)

where a is the angle bin and m′(= 1,2, · · · ,2M − 1) is the
index of the virtual antennas after KR product virtual array
processing.

2.3 Proposed Method

We investigated the effect of payload weight on the propeller
rotation frequency of a drone (Sect. 2.3.1) and developed a
payload weight estimation method using the results of this
investigation (Sect. 2.3.2).

2.3.1 Reference Dataset for Payload Weight Estimation

The proposed method requires a reference dataset of the
relationship between payload weight and propeller rotation
frequency. Therefore, to show an example, we created a
reference dataset for a hovering Phantom 3.

Figure 3 shows the environment for measuring the rota-
tion frequency of the drone’s propeller. The hovering Phan-
tom 3 drone was suspended in the air using guide ropes and
connected to a spring scale. A payload weight was applied to
the drone because the tension between a drone and a spring
scale increases with the drone’s propeller rotation frequency.
Wemeasured the rotation frequency of the drone using a dig-
ital tachometer for 10 s when the spring scale showed values
of 0, 250, 500, 750, and 1000 g. In this study, we consider
that it is sufficient to detect a threatening payload by esti-
mating rough weight. Therefore, measurement data were
collected in a 250 g step.

Figure 4 shows the measured relationship between the
payload weight and rotation frequency of the Phantom 3.

Fig. 3 Measurement environment for generating reference dataset.

Fig. 4 Relationship between payload weight and rotation frequency of
Phantom 3.
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Fig. 5 Flowchart of payload weight estimation method.

The figure indicates an increase in the propeller rotation fre-
quency with the payload. When focused on each payload,
it is clear that the frequency is not constant and varies be-
tween 16 and 17Hz due to the drone’s attitude control. The
frequency variations do not overlap for payloads with 250 g
steps, indicating that the payload can be uniquely determined
if the rotation frequency is estimated using the radar. How-
ever, these frequency variations overlap for steps below 250 g
and may cause errors in the payload estimation. The mea-
surement results obtained with 250 g steps were defined as
the reference dataset for the payload weight estimation in this
study.

2.3.2 Signal Processing

Figure 5 shows a flowchart of our proposed payload weight
estimation method. The basis of this method is to find a pixel
in a drone’s radar image that corresponds to the propeller and
analyze the temporal variation of its signal intensity.

First, a 2D radar image of a drone is acquired by the
mmW FCM MIMO radar. As an example, the 2D radar im-
age of the Phantom 3 is shown in Fig. 6. The characteristic
shape of the drone could be imaged; specifically, the maxi-
mum peak at (0.1, 1.8m) was an echo from the drone’s body,
and the peaks at (−0.2, 1.7m) and (0.15, 1.6m) were the
echoes from the left and right propellers, respectively. Thus,
a drone’s propeller is the reflection point with the largest re-
flection intensity after that of the body. Therefore, the initial
sampling point (rp,ap) for the propeller is the pixel of the
peak of the second-largest reflection intensity in the radar
image. The second and subsequent sampling points were
obtained from the same coordinates. Since the reflection in-
tensity of the pixel corresponding to the propeller fluctuates
periodicallywith the propeller rotation, the propeller rotation

Fig. 6 Example of 2D radar image of Phantom 3.

frequency is estimated by performing FFT on the reflection
intensity fluctuation. With the propeller position coordinates
in the radar image denoted as (rp,ap), the propeller rotation
frequency F(rp,ap, f ) is as follows:

F(rp,ap, f ) =
1
L

L∑
l=1

Image(rp,ap, l)e−j
2π(l−1)

L f , (8)

where f is frequency. The propeller rotation frequency
should exceed a certain threshold for a drone to take off.
A frequency gate is set for the FFT-calculated frequency
spectrum to estimate the propeller rotation frequency. The
propeller rotation frequency at takeoff is different for differ-
ent drones due to differences in their specifications, such as
drone weight and motor power. Therefore, the frequency
gate depends on the drone model and should be adjusted
appropriately for each drone. For example, in the case of the
Phantom 3, the frequency gate was set to 150Hz or higher
because its takeoff requires a propeller rotation frequency of
150Hz or higher. In this gate, the dominant frequency is due
to propeller rotation and the peak frequency is sequentially
stored in memory as a provisional estimation result of the
propeller rotation frequency. Next, since the propeller rota-
tion frequency varies with time due to disturbance, these pro-
visional estimation results are evaluated using a histogram
of 300 samples, and the frequency with the mode is used as
the final estimation result of the drone’s propeller rotation
frequency. A small sample size is preferred for the histogram
since a large number of samples may affect the distribution
because of disturbances due to long observation time. There-
fore, the sample size was set to empirically derived value of
300. Finally, the payload weight is estimated by comparing
the estimated propeller rotation frequency with the reference
dataset.

3. Experimental Setup and Results

3.1 Experimental Setup

We measured propeller rotation frequencies in two exper-
imental measurement cases using an mmW FCM MIMO
radar module. Case 1 involved four drones (Matrice 600,
Phantom 3, Mavic Pro, and Mavic Mini) without payloads.
Case 2 involved a Phantom 3 with several payload weights.
Table 1 shows the specifications of the mmW FCM MIMO
radar module. The MIMO radar, which is composed of a
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3×4 ULA as shown in Fig. 7, presents a MIMO virtual ar-
ray of 12 elements. Subarrays of 10 elements (= M) were
selected from the MIMO virtual array and used for SSP to
suppress the coherence of the echoes from each target. The
application of KR product virtual array processing increased
the number of virtual elements to 19 elements (= 2M − 1),
so the angular resolution was 6.0 degrees. The frequency
bandwidth was 3.44GHz, resulting in a range resolution of
4.4 cm. The number of slow-time samples was 256 (0.25 s),
causing a frequency resolution of 4Hz. The pulse recep-
tion interval was set to 0.97ms, which was fast enough for
observing the propeller rotation.

In case 1, we assessed four drones with different shapes,
sizes, numbers of rotors, and propeller geometries, as shown
in Table 2, and investigated whether the propeller rotation
frequency of any drone could be estimated correctly. Each
target was placed on a low-density styrofoam cylinder with

Table 1 Specifications of mmW FCMMIMO radar module.

Fig. 7 MIMO radar.

its propeller rotating, as shown in Fig. 8(a). The antenna
height was set to the height of the drone body. The distance
between the radar and the target was adjusted for each drone
so that the entire drone, including its propellers, would be
covered by the antenna beam. Each drone was positioned so
that one propeller was the closest to the radar to observe the
echoes from the propeller in a manner that maximizes the
signal-to-noise ratio.

In case 2, we tested the Phantom 3 with several payload
weightsW (= 0, 250, 500, 750, 1000 g) using the spring scale
(Sect. 2.3.1) to investigate the effectiveness of the proposed
payload weight estimation approach. The hovering target
was suspended in the air using guide ropes to prevent it
from flying outside the antenna beam, as shown in Fig. 8(b).
The target was positioned so that the camera faced its front,
as seen in Fig. 3. Since drones were expected to enter the
radar coverage area at various flight altitudes, we evaluated
the accuracy of the payload weight estimation method at
different antenna elevation angles θ (=0◦, 10◦, 20◦, and 30◦).

Fig. 8 Measurement environments.

Table 2 Tested drones.
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Fig. 9 Phantom 3 measurement results.

3.2 Experimental Results and Discussion

3.2.1 Case 1

Figure 9 shows the Phantom 3 measurement results. Several
strong echoes are seen in Fig. 9(a). The strong peak at (0,
1.2m) is an echo from the body, and the peaks at (0, 1.0m),
(−0.30, 1.1m), and (0.25, 1.2m) are the echoes from the
propellers. Since the rear propeller was obscured by the
body, no echo from the rear propeller is observed. Fig. 9(b)
shows the waveform of the signal intensity fluctuation due to
a propeller. This waveform was generated through the time-
series sampling of the signal intensity of the (0, 1.0m) pixel,
which corresponds to a propeller in the 2D radar image. The
DC component of the waveform was removed. The wave-
form amplitude fluctuates due to changes in the radar cross
section during propeller rotation. The fluctuation period is
related to the propeller rotation speed, and similar periodic
fluctuations are observed in the other tested drones.

Figure 10 shows the frequency spectrum of the time
waveform of each drone. The frequency corresponding to
the maximum value in the frequency spectrum is denoted
as H in the figure, which is the estimated propeller rotation
frequency. The true value of the propeller rotation frequency
was measured using a digital tachometer. Figures 10(a), (c),
and (d) show strong peaks in the low-frequency component
(under 50 Hz). These peaks may have been caused by the
vibration of the drone arms due to propeller rotation; each

Fig. 10 Examples of propeller rotation frequency spectra.

drone was placed on the styrofoam cylinder, so the drone
body could not have caused vibration. Arm vibration is a
unique characteristic of drones that have separate bodies and
arms, such as the Matrice 600, Mavic Pro, and Mavic Mini.
These peaks can be removed through filter processing using
a high-pass filter or by setting a frequency gate. Figure 11
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Fig. 11 Estimation results of the propeller rotation frequency for each
drone.

shows the estimated and measured rotation frequencies for
each drone. Measurements were obtained for 556 slow-
time samples. Subsequently, a total of 300 estimates of the
propeller rotation frequency were obtained by performing
FFT on the measured data while shifting the FFT window
length of 256 samples by one sample at a time. From Fig. 11,
in Case 1, where there are almost no fluctuations other than
that caused by the propeller, the propeller rotation frequency
can be estimated with an error of less than a few hertz for
all tested drones. The main factor that causes the estimated
value to vary more than the true value is the estimation error
caused by the FFT.

3.2.2 Case 2

Measurements were obtained for 556 slow-time samples.
Further, a total of 300 propeller rotation frequency estimates
were obtained by applying FFT on the measured data while
shifting the FFT window length of 256 samples by one sam-
ple at a time. Figure 12 shows an example of the signal
intensity waveform in Case 2, in which an increase is ob-
served in the irregular fluctuation components compared to
that exhibited by the waveform of Case 1 shown in Fig. 9(b).
This irregularity is attributed to the shaking and vibration of
the drone’s body during hovering. The frequency spectrum
of the waveform in Fig. 12 is shown in Fig. 13, along with its
corresponding estimated propeller rotation frequency (H).
In addition to the peak representing the propeller rotation
frequency (Fig. 10(b)), the spectrum has a large peak in the
low-frequency region, attributed to the shaking and vibration
of the drone body. However, the propeller rotation frequency
can be estimated by performing a peak search after passing
the frequency spectrum through a frequency gate, similar to
Case 1. Figure 14 shows the provisional estimates of the
propeller rotation frequency at each payload weight. The
blue circles (◦) and red crosses (×) in the graphs denote the
correct and incorrect estimates, respectively, compared with
the reference dataset. Figure 14 indicates that the estimates
increase with the payload weight, as shown in Fig. 4. In

Fig. 12 An example of the signal intensity waveform in Case 2.

Fig. 13 An example for the estimation result of the propeller rotation
frequency in Case 2.

addition, the correct estimates (blue circles) at each payload
weight vary due to temporal changes in the propeller rotation
frequency caused by drone attitude control. The incorrect es-
timates (red crosses) are insufficient or excessive frequencies
for maintaining the drone’s hovering state. These misesti-
mates may have been caused by random disturbances, such
as body sway due to attitude control or body vibration due
to propeller rotation.

The histogram of provisional estimates was evaluated
to determine the final estimate of the propeller rotation fre-
quency, thus avoiding the abovementioned misestimates.
When the propeller rotates at a rotation frequency closer
to the frequency boundary in the reference dataset, the esti-
mation accuracy of the propeller rotation frequency would
be affected by the bin size of the histogram. In this study,
the bin size was set to 1 Hz to align with the measurement
resolution of the digital tachometer. For example, Fig. 15
shows the histogram of the provisional estimates at an ele-
vation angle θ = 20◦ and a payload weight W = 250 g. Most
of the provisional estimates are at approximately 197 Hz,
which is within the frequency range of the reference dataset
at W = 250 g. However, approximately 30% of the estimates
are outside the frequency range, leading to payload weight
misestimation. Therefore, 197 Hz, which has the highest
occurrence probability, is the propeller rotation frequency in
our experiment. Final estimates presented in Fig. 14 corre-
spond to the propeller rotation frequency determined using
the mode in their histograms.

Each payload weight is classified by comparing the pro-
peller rotation frequency determined from the histogram
with the corresponding value in the reference dataset in
Fig. 4. Table 3 shows the payloadweight classification results
at each antenna elevation angle. Each column (row) in the ta-
ble represents the instances of the estimated (actual) payload
weights. “Other” means that the payload weight could not be
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Fig. 14 Provisional estimates of propeller rotation frequency vs. payload
weight.

estimated because the estimated propeller rotation frequency
was outside the range of the reference dataset. To evaluate
the accuracy of the payload classification, we performed 100
classification runs by taking a 54-second (55600 samples in

Fig. 15 Histogram of provisional estimates (θ = 20◦,W = 250 g).

Table 3 Payload weight classification results.

slow-time)measurement and dividing themeasured data into
100 segments (556 samples in slow-time per segment). Each
cell in the table represents the probability of 100 classifica-
tion runs corresponding to each measurement of the actual
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Fig. 16 Comparison of classification accuracy for different FFT window
lengths.

payload weight W . The blue cells in the table represent the
probability of correct classification, which is defined as the
classification accuracy. The average classification accuracy
of all blue cells, is more than 94.4% at each elevation angle.
The results show that the proposed method can accurately
classify most of the payload weights, and there is almost
no difference in the average classification accuracy between
elevation angles.

In Table 3(b), 22% are classified as “Other” at the ac-
tual payload weight W = 250 g. This is probably because
the case of W = 250 g caused more body shaking and vi-
bration than other cases, thereby affecting the original signal
intensity fluctuations of the propeller. Table 3(a), (c), and
(d) showmisclassifications where the payload is classified as
lighter or heavier than its actual weight. Misclassifications
occurred irregularly for anyweight at any elevation angle, in-
dicating the absence of a consistent error trend that depends
on the elevation angle. The main reasons of these misclas-
sifications are sudden random body shaking and frequency
estimation errors caused by the FFT. Further, we discuss the
FFT estimation error in detail.

We investigated the effect of the FFT window length
on estimation accuracy. Figure 16 shows the classification
accuracy for different FFT window lengths (LFT ), where ◦,
×, and + indicate the classification accuracy for θ = 0◦ and
W = 1000 g, for θ = 20◦ and W = 0 g, and for θ = 30◦ and W
= 500 g, respectively. Figure 16 confirms that the classifica-
tion accuracy improves with longer window lengths because
the frequency resolution increases with the window length.
Figure 17 shows the average classification accuracies at all
elevation angles and payload weights. The figure indicates
that the average classification accuracy degrades in the case
of LFT = 512 despite the improved frequency resolution
compared with that of LFT = 256. With longer window
lengths, the effects of drone body shaking and vibration are
more likely to show in the signal intensity waveform, which
is used to estimate the propeller rotation frequency. Since the
frequency components due to these disturbances became the
mode in the histogram, the average classification accuracy

Fig. 17 Average classification accuracy for different FFT window
lengths.

declined. Therefore, a trade-off exists between the effect
of disturbances and the frequency resolution, and setting a
window length that considers the effect of disturbances is
important for the proposed method.

4. Conclusions

In this paper, we propose amethod for classifying the payload
weight of a drone by estimating the propeller rotation fre-
quency from radar images obtained using an mmW FCM
MIMO radar. The proposed method necessitates a pre-
prepared reference dataset that can relate the payload weight
to the propeller rotation frequency for each drone model.
Two experimental measurement cases were conducted to in-
vestigate the effectiveness of our proposal. In case 1, we
tested four drones to determine whether the propeller rota-
tion frequency of any drone could be correctly estimated.
The experimental results showed that the propeller rotation
frequencies of all drones could be estimated. In case 2, mea-
surement experiments were conducted on a hovering drone
with five different payloads in a stable position to evalu-
ate the accuracy of payload weight classification. Results
revealed that the proposed method could classify the pay-
loads in a 250 g step with an average accuracy of more than
94.4%. However, as the FFT window length for estimating
the propeller rotation frequency increased, the classification
accuracy decreased due to the increased influence of distur-
bances. Therefore, an appropriate window length should be
set for accurate classification.

We plan to investigate the possibility of classification
of payloads in moving drones at far range in the future.
Moreover, we aim to implement algorithms that are robust
to disturbances, such as body shaking and vibration.
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