Digital beamforming (DBF) array antennas have been actively developed in recent years to meet the demands of modern wireless communication and radar systems [1]–[3]. In the conventional element-level DBF array antenna, each antenna element is connected to a separate radio frequency (RF) chain (amplifier, down-converter, and filter) and analog-to-digital converter (ADC) to obtain an individual complex received signal from each antenna element. Therefore, high hardware costs and increased power consumption make it difficult to realize a large-scale element-level DBF array antenna.

Many works have been reported to realize an element-level DBF array antenna that reduces the number of RF chains and ADCs [4]–[16]. To share a single RF chain among multiple antennas, received signals from multiple antennas are multiplexed into a single RF chain and ADC. Subsequently, each signal is recovered in the digital domain. In analogy with multiple access methods in wireless communication systems, three major multiplexing techniques, such as time-division multiplexing (TDM), frequency-division multiplexing (FDM), and code-division multiplexing (CDM), have been applied to realize a DBF array antenna with a single RF chain. In [4]–[7], received signals from each antenna element are transferred to a single RF chain sequentially using switches in a TDM fashion. In [8] and [9], received signals from each antenna element are converted to signals with a different intermediate frequency (IF) from each other and then multiplexed in an FDM fashion. However, TDM and FDM schemes have a major drawback: when an adjacent channel interferer (ACI) is present, recovered signals in TDM and FDM schemes suffer from corruption by the ACI [10], [11].

CDM is the most promising method because, unlike TDM and FDM, the original signals can be recovered even in the presence of ACI [11]. In the CDM scheme, received signals from each antenna element are multiplied by spreading codes, and the spread signals are transferred to a single ADC. The original signals are recovered by a despreading process in the digital domain. In [11], received signals are code-modulated in the RF domain with a code-modulating low noise amplifier (LNA). In [12] and [13], code-modulation is performed in the IF domain with multipliers after amplification and frequency conversion of received signals. In these systems, each antenna element still requires a separate amplifier, which increases cost and power consumption in a large-scale array.

In [14], received signals are code-modulated with reflection-type 0°/180° phase shifters, and then all spread signals are combined by a microstrip power combiner and fed into a single RF chain. In [15], [16], a metasurface with a CDM function is presented. The responses of each unit cell are code-modulated by switching their integrated diodes, and then spread signals are spatially combined and fed into a feeding antenna with a single RF chain. In these antennas, signal amplification is implemented after combining the spread signals, and thus they can reduce the number of amplifiers.

In this study, we present a novel waveguide slot array antenna with a CDM function. The proposed antenna uses slot pairs with RF switches (e.g., PIN diodes) on the broad wall of a rectangular waveguide. Waveguide slot arrays with slots having integrated PIN diodes are presented in several studies [7], [17]–[19]. In [17]–[19], slots with appropriate radiation phases are activated, and the others are inactivated by switching the diodes’ bias to achieve desired radiation patterns in the RF domain. In [7], only one slot is activated at a time, and an activated slot is sequentially switched by switching the diodes’ bias. The original signal of each slot is then recovered in the digital domain in a TDM fashion.
However, in the proposed antenna, the received signal of each slot-pair can be code-modulated by switching the RF switches' bias. Subsequently, the spread signals are combined in the hollow rectangular waveguide, and fed into a single RF chain. Following digitization, the despreading process recovers the original complex signals received by each slot pair, and the DBF is performed to achieve scanned beams, multiple beams, adaptive beams, or direction of arrival (DOA) estimation. To the best of our knowledge, this is the first waveguide slot array with a CDM function. The proposed antenna reduces the number of RF chains, amplifiers, and ADCs and has the potential to offer higher efficiency than previous works using microstrip lines or transmittarray/reflectarray architecture [14], [15].

The rest of this paper is organized as follows: Section 2 explains the detailed configuration and operating principle of the proposed antenna; Sect. 3 describes the antenna design; Sect. 4 presents the experimental results of the prototype antenna; and Sect. 5 presents the conclusion.

2. Antenna Configuration and Operating Principle

Figure 1 shows the configuration of the proposed antenna with four slot pairs. The antenna comprises the bottom part of a metallic waveguide, a multilayer printed circuit board (PCB), RF switches, a single RF chain, an ADC, and a digital signal processing (DSP) unit. Both surfaces of the PCB are covered with copper foil, and slot apertures are formed by etching. Moreover, the back surface of the PCB is the top wall of the rectangular waveguide. A rectangular waveguide is formed by covering the bottom part of the metallic waveguide with the PCB. The waveguide is connected to the single RF chain through its feeding port. A slot pair comprises two longitudinal slots, which are offset symmetrically about the centerline of the waveguide, with the same dimensions. An RF switch is mounted across each slot aperture on the top surface of the PCB, and a DC bias line is printed on the inner layer of the PCB. The detailed configuration of the slot pair will be presented in Sect. 3.

The waveguide is here assumed to operate in only a single dominant mode (TE₁₀ mode). In that case, the transverse currents along the top inner waveguide wall are symmetrical about the centerline of the waveguide [20]. Because the longitudinal slot radiates by interrupting the transverse current, the field radiated by each slot of the slot pair has the same amplitude in anti-phase to each other. In the proposed antenna, one RF switch of each slot pair is turned off (OFF state), and the other is turned on (ON state), allowing one slot to receive an incident wave, whereas the other cannot. Therefore, the phase of the received signal of each slot pair can be reversed by switching the RF switches’ state. The states of each switch are sequentially controlled according to high-speed spreading codes, and the received signal of each slot pair is code-modulated and spectrum-spread. Subsequently, spread signals are combined in the rectangular waveguide and fed into a single RF chain and an ADC. Following digitization, the original complex signals received by each slot pair are demultiplexed by the despreading process in the DSP unit and then used for further beamforming or DOA estimation with DSP.

To understand the operating principle and signal-to-noise ratio (SNR) performance of the proposed antenna, we now present a mathematical model of the proposed antenna. Figure 2 illustrates a coordinate system of the radiating aperture of the proposed antenna. M slot pairs are arranged parallel to the y-axis, and each slot is offset by ±dₛ from it. Each slot is now assumed to have a radiation pattern given by

\[
\begin{align*}
\hat{f}_m(\theta, \phi) &= f_m(\theta, \phi) e^{jk_0d_s\sin \theta \cos \phi} \\
&= f_m(\theta, \phi) e^{jk_0d_s\sin \theta \cos \phi}
\end{align*}
\]

where the superscripts (+) and (−) indicate the radiation pattern of the slot A and B, respectively. f₀(θ, φ) is the far-field vector of the mth slots, and k₀ is the free space wavenumber. We consider that a plane wave arrives at the antenna with an incident angle of θ in the y-z plane (φ =...
In this case, the received signal of the \( m \)th slot pair is given by

\[
r_m(t) = c_m(t) f_{m\phi} s_m(t) e^{j 2\pi f_c t}
\]  

(2)

where \( f_{m\phi} \) is the \( \phi \)-component of \( f_m(\theta, \phi) \) in the \( y-z \) plane (we ignore the cross-polarization component), \( f_c \) is the carrier frequency, \( s_m(t) \) is an incident signal to the slot pair, and \( c_m(t) \) is a designated spreading code and indicates an operating state of the slot pair: \( c_m(t) = 1 \) when the slot A is activated and \( c_m(t) = -1 \) when the slot B is activated. Here we assume that the slot with an RF switch in the ON state is perfectly inactivated and does not receive any signals.

All the received signals \( r_m(t) \) (for \( 1 \leq m \leq M \)) are combined by the waveguide, and the output signal is then amplified by an LNA. The resultant signal is expressed as

\[
R(t) = g \left[ \sum_{m=1}^{M} \alpha_m r_m(t) + n(t) \right]
\]

(3)

where \( \alpha_m \) is the transmission characteristics of each slot pair through the waveguide, \( g \) is the gain of the LNA, and \( n(t) \) is the white Gaussian noise referred to the input of the LNA. \( R(t) \) is then downconverted to the baseband, and the baseband signal is given by

\[
R_b(t) = g \left[ \sum_{m=1}^{M} \alpha_m f_{m\phi} c_m(t) s_m(t) + n(t) \right].
\]

(4)

Following digitization, the signal is separated into I and Q components by a digital IQ demodulator, but we ignore the IQ demodulator and show only a single path for simplicity in Fig. 1(a). The signal is then input to \( M \) digital matched filters for the despread processing, where the \( m \)th matched filter is matched to the \( m \)th spreading code. When we assume that the incident signal \( s_m(t) \) varies more slowly than the spreading code \( c_m(t) \), the output signal \( S_m(t) \) of the \( m \)th matched filter is expressed as

\[
S_m(t) = \frac{1}{T_b} \int_0^{T_b} R_b(t) c_m(t) \, dt = S_m,d(t) + S_m,i(t)
\]

(5)

\[
S_m,d(t) = g \alpha_m f_{m\phi} C_m,m s_m(t)
\]

(6)

\[
S_m,i(t) = g \sum' \alpha_{m'} f_{m'\phi} C_{m,m'} s_{m'}(t)
\]

\[
+ \frac{g}{T_b} \int_0^{T_b} n(t)c_m(t) \, dt
\]

(7)

where \( T_b \) is the symbol duration, and \( \sum' \) indicates a summation from \( m' = 1 \) to \( M \) except for \( m' = m \). \( S_m,d(t) \) represents the desired signal for the \( m \)th slot-pair, whereas \( S_m,i(t) \) is the interference from other signals and noise. \( C_{m,m'} \) is the cross-correlation of the spreading codes and is defined as

\[
C_{m,m'} = \frac{1}{T_b} \int_0^{T_b} c_m(t)c_{m'}(t) \, dt.
\]

(8)

In (7), the first term of the right side is the interference from other signals, and a spreading code with \( C_{m,m'} = 0 \) must be used to minimize \( S_m,i(t) \). Therefore, although there are several options for the spreading codes [21], the perfectly orthogonal codes, namely the Walsh-Hadamard (WH) codes (see Appendix A), with a length of \( L_c \geq M \) must be used as the spreading codes. When we assume that synchronization between spreading and despread processing is achieved, the orthogonality is satisfied for the WH codes as follows:

\[
C_{m,m'} = \begin{cases} 1 & \text{for } m = m' \\ 0 & \text{for } m \neq m', \end{cases}
\]

(9)

and \( S_m,d(t) \) and \( S_m,i(t) \) are reduced to

\[
S_m,d(t) = g \alpha_m f_{m\phi} s_m(t)
\]

(10)

\[
S_m,i(t) = \frac{g}{T_b} \int_0^{T_b} n(t)c_m(t) \, dt.
\]

(11)

As expected, the original signal can be perfectly recovered for the WH codes. The SNR at each element output becomes

\[
SNR_m = \frac{|\alpha_m|^2 G_m P_x}{\sigma_n^2}
\]

(12)

where \( P_x = E[|s_m(t)|^2] \), \( \sigma_n^2 = E[|n(t)|^2] \) (\( E[\cdot] \) is an expectation operator), and \( G_m = |f_{m\phi}|^2 \) is the gain of each slot pair (see Appendix B). Similarly, SNR at the array output is given as

\[
SNR_d = \frac{M |\alpha_0|^2 G_x P_x}{\sigma_n^2}
\]

(13)

where we assume that \( |\alpha_m| = \alpha_0 \) and \( G_m = G_x \) for all slot pairs. For the hollow waveguide, \( |\alpha_0|^2 = \alpha_0^2 \approx 1/M \) in (12) and (13), and thus the SNRs are degraded to \( 1/M \) of those for the element-level DBF array antenna or the previous works in [11] and [12]. This is because the signal amplification is performed after signal combination, and the signal power of each slot pair is degraded due to the insertion loss of the waveguide combiner. This SNR degradation is a drawback of the proposed antenna, and there is another restriction. When we use the spreading code with length \( L_c \), the chip duration becomes \( T_b/L_c \). Therefore, the ADC sampling rate and PIN diode’s switching rate must be faster than \( M/T_b \). Thus, the available ADC sampling rate and PIN diode’s switching speed dictate the maximum number of multiplexing signals and maximum symbol rate in the proposed antenna.

Although we have here considered the receiving antenna, the same idea is applicable to a transmitting antenna. In that case, the transmitting signals from each slot-pair are code-modulated in the digital domain and recovered by the despread processing by switching the RF switches’ bias. However, there are some difficult problems for the transmitting antenna such as spurious emissions and power handling capability of the RF switch, which will hinder practical application. Therefore, we focus only on the receiving antenna in this study. In addition, we here assume that the incident wave lies in the \( y-z \) plane. For other incident angles out of this plane, the factor \( e^{\pm j k d \cos \theta \sin \phi} \) remains in (2), which introduces errors in the spreading process. The effect of these errors will be discussed in Sect. 4.
3. Antenna Design

We designed a prototype waveguide slot array with eight slot pairs as a proof of concept of the proposed antenna. Figure 3 demonstrates a detailed configuration of a slot pair for the prototype antenna. Each slot pair and its DC bias line are printed on a 4-layers PCB. The conductor layers are denoted as L1–L4, and two substrates with a thickness of 0.75 mm are bound with a prepreg. The total thickness of the PCB is 1.67 mm. Megtron6 ($\epsilon_r = 3.6$ and $\tan\delta = 0.003$) by Panasonic Industry is selected as a substrate material. Slot apertures with a length of $L_s$ and a width of $w_s$ are formed by etching all the layers. Additionally, multiple through-hole vias with a diameter of 0.4 mm are placed around the slot apertures at 0.7 mm intervals to prevent RF leakage into the parallel plate mode between layers.

PIN diode (SMP1345-079LF by Skyworks) is used as an RF switch. A single PIN diode is placed across each slot at its center on the L1 layer. DC bias lines of each PIN diode are printed on the L2 layer and connected to the bias circuit (not shown in Fig. 3). An RF choke inductor of 15 nH (LQW15AN15NG00 by Murata Manufacturing) is placed between the PIN diode and the bias line to prevent the RF leakage into the bias line. Two DC block capacitors of 1.2 pF (GJM1555C1H1R2WB01 by Murata Manufacturing) are placed between the component pad and the ground to isolate the bias line from the ground. In the proposed antenna, one diode of each slot pair is reverse biased (OFF state), and the other is forward biased (ON state). When the PIN diode is in the OFF state, it approximates an open circuit and has minimal effect on the radiation characteristics of the slot. In contrast, when the PIN diode is in the ON state, it approximately short-circuits the slot at its center, effectively deactivating it.

The inter-element spacing $d_e$, distance between the centers of adjacent slot pairs, is set to 33.1 mm for the prototype antenna to have a field of view of $\pm 15^\circ$ without any grating lobes at the operating frequency of 7 GHz. A standing-wave waveguide slot array is adopted in the prototype antenna, and the dimensions of the bottom part of metallic waveguide is designed such that a guided wavelength becomes twice the inter-element spacing. We select a single-ridged waveguide, and the designed dimensions are listed in Table 1.

A slot pair with the integrated components is designed using the electromagnetic simulator Ansys HFSS. In the prototype antenna, we use slot pairs with identical dimensions to simplify the antenna design, and we determine them such that the slots resonate at 7 GHz with an appropriate radiation conductance for impedance matching. The aperture distribution would degrade due to this simplified design. However, we accept it here because the signal variations among the slot pairs caused by it can be calibrated in the digital domain after demultiplexing. In the simulations, the PIN diode is modeled as an equivalent circuit of lumped elements to consider its effect on the slot performance. Specifically, the PIN diode in the ON state is modeled as a series circuit of a 2.0 $\Omega$ resistor and a 0.7 nH inductor, whereas one in the OFF state is modeled as a 0.13 pF capacitor [22], [23]. The designed dimensions of a slot pair are shown in Table 1.

Figure 4 depicts an exploded view of the prototype.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value [mm]</th>
<th>Parameter</th>
<th>Value [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waveguide</td>
<td></td>
<td>Pad and clearance</td>
<td></td>
</tr>
<tr>
<td>inner width</td>
<td>23.0</td>
<td>$L_s$</td>
<td>0.9</td>
</tr>
<tr>
<td>inner height</td>
<td>11.5</td>
<td>$L_y$</td>
<td>2.1</td>
</tr>
<tr>
<td>ridge height</td>
<td>5.0</td>
<td>$w_s$</td>
<td>0.8</td>
</tr>
<tr>
<td>ridge width</td>
<td>1.0</td>
<td>$w_y$</td>
<td>0.8</td>
</tr>
<tr>
<td>Slot-pair</td>
<td></td>
<td>$d_1$</td>
<td>0.2</td>
</tr>
<tr>
<td>$L_s$</td>
<td>9.9</td>
<td>$d_2$</td>
<td>0.5</td>
</tr>
<tr>
<td>$w_y$</td>
<td>2.0</td>
<td>$d_3$</td>
<td>0.4</td>
</tr>
<tr>
<td>$d_s$</td>
<td>3.3</td>
<td>$t_d$</td>
<td>1.0</td>
</tr>
</tbody>
</table>
antenna. Eight designed slot pairs are arranged linearly, and both ends of the ridge waveguide are short-circuited at 16.55 mm away from the center of the end slot pairs. The ridge waveguide is fed by an SMA coaxial probe inserted at its center from its bottom side. Figure 5 shows the detailed structure of the transition from the coaxial line to the ridge waveguide. The coaxial inner conductor and the dielectric are extended into the waveguide, and the ridges are linearly tapered at the transition to achieve impedance matching.

4. Experiments

The prototype antenna was fabricated and tested to verify the feasibility of the proposed antenna. Figure 6 shows photos of the fabricated antenna. The prototype antenna was installed in a ground plane of dimension 400 mm × 400 mm. Bias lines for PIN diodes were connected to bias circuits (DC power suppliers) through biasing wires. The PIN diodes were forward biased with the forward current of 10 mA and were reverse biased with the reverse voltage of 22 V.

Here we consider that a continuous wave (CW) with an amplitude $s_0$ impinges on the proposed antenna with the incident angle $\theta$ in the $y$-$z$ plane. The incident signal to the $m$th slot pair is given by $s_m(t) = s_0 e^{j k_0 d_m \sin \theta}$, and thus the recovered desired signal (10) becomes $S_{m,d}(t) = g\alpha_{m,s_0} f_{m,d} e^{j k_0 d_m \sin \theta}$ and is proportional to the element pattern of the $m$th slot pair. In the experiment, therefore, CWs at 7 GHz were transmitted and received while changing $\theta$, and we then compared the recovered signals by the prototype antenna with simulated element patterns. The measurement was performed using a compact antenna test range setup in an anechoic chamber. CW transmission and reception, transmission coefficient ($S_{21}$) measurement, between a transmitting antenna and the prototype one was conducted with a vector network analyzer. To change the incident angle $\theta$, the prototype antenna was rotated around the $x$-axis, which passed through the waveguide center, with a rotary positioner. For a proof of concept, we manually switched the biasing state of each PIN diode to the specified states described later and measured the $S_{21}$ at various $\theta$ (from $-90^\circ$ to $90^\circ$ in 0.1° increments) in each state. Subsequently, we recovered the received signal $e_m$ of each slot-pair from the measured signals at $\theta$ by the following expression:

$$e_m(\theta) = \frac{1}{L_c} \sum_{l=1}^{L_c} E_l(\theta) c_m(l)$$  \hspace{1cm} (14)$$

where $E_l(\theta)$ and $c_m(l)$ are the measured $S_{21}$ at $\theta$ and the designated spreading code for the $m$th slot pair at the $l$th state, respectively. This process was performed in software. We assumed that synchronization between spreading and despreading was perfectly achieved and ignored the transient characteristics of the PIN diodes. We used the WH codes with $L_c = 8$ or 16 as the spreading codes in the experiment. Figure 7 demonstrates the relationship between the WH codes with $L_c = 8$ and the positions of activated slots (with the PIN diode in the OFF state). In the 1st state, the activated slots were located to be excited in phase at 7 GHz. We assigned this arrangement to $+1$ of each code and determined the positions of the activated slots for the WH codes with $L_c = 16$ in a similar manner to $L_c = 8$, and we here omit the detailed arrangement.
4.1 Experimental Results

Figures 8(a) and (b) show the measured and simulated reflection coefficients at each sample angle from the measured $S_{21}$ at 7 GHz for the WH codes with $L_c = 8$. In addition, recovered signals from the simulated $S_{21}$ and simulated individual element patterns of each slot pair are shown in Fig. 9(a). Due to the symmetry of the antenna structure, the recovered signals of the 5th to 8th slot pairs have similar patterns, which we omit here due to space constraints. The amplitudes of each signal are normalized by their respective peak amplitudes, and the phases are calibrated to be 0 deg. in the broadside direction. The recovered signals of each slot pair agree well with their respective element pattern in simulation, whereas there are some discrepancies in measurement. Particularly, there are larger discrepancies between measured and simulated recovered signals for the 4th slot pair, and we find that demultiplexing is not working well. We will later discuss the cause of this deterioration in recovered signals. Similarly, Fig. 9(b) shows the recovered signals with the WH codes with $L_c = 16$. In this case, the recovered signals from the measured $S_{21}$ agree with simulated element patterns for all slot pairs. Although there are some discrepancies between measured and simulated recovered signals, the prototype antenna is successful in demultiplexing.

4.2 Discussions

We first discuss the effect of the differences in properties of each PIN diode on the recovered signals to reveal the cause of the deterioration in the recovered signals of the 1st slot pair with the WH codes with $L_c = 8$.

We now consider the same model as that in Sect. 2. When the PIN diodes have errors in their electrical properties, the received signal of each slot pair deviates from its ideal. Now consider $\delta$ be the fractional error of the received signal due to the errors in the PIN diode’s properties, and the received signal $r_m'(t)$ of the mth slot pair under these errors
Fig. 9  Recovered signals of the 1st to 4th slot-pairs with the WH codes with (a) $L_c = 8$ and (b) $L_c = 16$ at 7GHz. Blue dashed and red solid lines indicate the recovered signals from the measured and simulated $S_{21}$, respectively, and long-dashed green lines indicate the simulated element patterns of each slot pair. The amplitude and phase patterns are shown in the upper and lower rows, respectively.

is then expressed by

$$r_m'(t) = \{1 + \delta_m(t)\} r_m(t).$$

(15)

The errors depend on the operating states of the slot pair, and we denote that $\delta_m(t) = \delta_m^{(+)}$ when the slot corresponding to $\pm 1$ is activated. Replacing $r_m(t)$ in (3) with $r_m'(t)$ and using (4) and (5), we obtain the following recovered signals:

$$S_{m,d}'(t) = \frac{g \alpha_m f_m s_{m}(t)}{T_b} \left(1 + \delta_m^{(+)}\right)$$

$$\times \int_0^{T_b} c_{m}(t) \{1 + \delta_m(t)\} \, dt$$

(16)

$$S_{m,i}'(t) = \frac{g}{T_b} \sum' \alpha_m' f_m' s_{m'}(t) \left(\delta_{m'}^{(+)} - \delta_{m'}^{(-)}\right).$$

(19)

According to (19), $S_{m,i}'(t) \neq 0$ when $\delta_{m'}^{(+)} \neq \delta_{m'}^{(-)}$, and thus the recovered signal suffers from the remaining interference from other slot-pairs’ signals. However, when the WH codes, including both $+1$ and $-1$, are used for the $m$th slot pair, (16) and (17) are given by

$$S_{m,d}'(t) = \frac{g \alpha_m f_m s_{m}(t)}{T_b} \left(1 + \frac{\delta_m^{(+)} + \delta_m^{(-)}}{2}\right)$$

(20)

$$S_{m,i}'(t) = 0.$$

(21)
Because \(c_m(t)\) and \(c_m'(t)\) \(\{1 + \delta_m(t)\}\) are also orthogonal when \(m \neq 1\) (see Appendix A), the interference from other slot-pairs’ signals disappear in (21). Therefore, in an actual situation where the PIN diodes have errors in their electrical properties, we must use the WH codes including both +1 and −1, with a length of \(L_c > M\), to prevent deterioration in recovered signals.

Next, we consider that a plane wave arrives at the antenna with an incident angle \((\theta, \phi)\) out of the y-z plane in Fig. 2. In this case, the received signal \(r_m'(t)\) is given by

\[
r_m'(t) = c_m(t)f_m e^{jkd_m \sin \theta \cos \phi} S_m(t) e^{j2\pi f_c t} \tag{22}
\]

where \(f_m = [f_m(\theta, \phi)]\), and we assume that the polarization of the antenna is matched to that of the incident plane wave. In (22), the factor \(e^{jkd_m \sin \theta \cos \phi}\) causes an error depending on the operating state of the slot pair for the received signals. The effect of this error can be evaluated with (20) by replacing \(\delta_m^{(a)}\) and \(f_{m0}\) by \((e^{jkd_m \sin \theta \cos \phi} - 1)\) and \(f_m\), respectively, and the recovered signal becomes

\[
S_{m0}''(t) = g_{m0} f_m S_m(t) \cos(kd_m \sin \theta \cos \phi) \tag{23}
\]

The factor \(\cos(kd_m \sin \theta \cos \phi)\) introduces an additional loss into the recovered signal depending on the incident angle. Figure 10 shows calculated losses with various incident angles for the prototype antenna. The prototype antenna suffers from larger losses when \(\phi\) is around 0° (for example, the loss of 0.43 dB for \((\theta, \phi) = (45^\circ, 0^\circ)\)). Slot pairs with a smaller slot offset should be used to mitigate this loss, and it requires miniaturizing slot pairs. Slot offset is closely related to slot admittance and mounting space for the inductors and capacitors. Therefore, miniaturization of the slot pair is also one of the future challenges.

### 4.3 Application Example: DOA Estimation

Simulation tests of DOA estimation are performed to demonstrate the feasibility of DBF function by the prototype antenna. In the simulation, the one-dimensional MUSIC algorithm [25] is employed, and the received signal of the antenna is calculated using the measured \(S_1\). Thus, received signals at the \(l\)th state of the prototype antenna are calculated by

\[
R_l(t) = \sum_{k=1}^{K} s^{(k)}(t, \theta_k) E_l(\theta_k) + n(t) \tag{24}
\]

where \(s^{(k)}(t, \theta_k)\) represents the \(k\)th incident signal to the antenna, \(\theta_k\) is its incident angle, and \(K\) is the number of the incident signals. Recovered signals \(S_m(t)\) are calculated by (5), and the MUSIC spectrum is then calculated by [25]

\[
P_{MU}(\theta) = \frac{1}{a^H(\theta) E_n E_n^H a(\theta)} \tag{25}
\]

where the superscript \(H\) represents the Hermitian transpose operation, \(a(\theta) = [C_1 e^{-jkd_1 \sin \theta}, \ldots, C_M e^{-jkd_M \sin \theta}]\), and \(C_n\) are calibration weights and are determined using a reference signal from \(\theta = 0^\circ\), ignoring the mutual coupling effect for simplicity. \(E_n\) is a matrix whose columns are the noise eigenvectors of the covariance matrix \(R = E[S(t) S^H(t)]\) where \(S(t) = [S_1(t), \ldots, S_M(t)]^T\), and the superscript \(T\) represents the transpose operation.

Here, we consider two uncorrelated QPSK modulated incident signals with the same power. The incident angles are \((\theta_1, \theta_2) = (-10.0^\circ, 2.0^\circ)\). The operating state of the antenna is switched 16 times during each symbol according to the WH codes with \(L_c = 16\). We assume that synchronization between spreading and despreading is perfectly achieved. The covariance matrix \(R\) is calculated using recovered signals of 100 symbols. Figure 11 shows the calculated MUSIC spatial spectrum for SNR = 20 dB. We can find two obvious peaks in the spectrum, and estimated incident angles are −10.0° and 1.8°, which agree well with the actual ones. The estimation error would be due to an effect of mutual couplings between slot pairs and imperfection in demultiplexing.

### 5. Conclusion

In this study, we presented a novel waveguide slot array with slot pairs for the CDM function. The received signals of each slot pair are multiplexed in the CDM fashion by switching the diodes’ bias according to the WH codes, and they are recovered through the despreading process in the digital domain for further DSP. We also presented the

---

Fig. 10 Calculated losses due to the factor \(\cos(kd_m \sin \theta \cos \phi)\).

Fig. 11 Simulated MUSIC spatial spectrum for two uncorrelated incident signals with \((\theta_1, \theta_2) = (-10.0^\circ, 2.0^\circ)\) and SNR = 20 dB.
operating principle of the proposed antenna using the mathematical model, and then designed, fabricated, and tested a proof of concept prototype antenna with eight slot pairs. Although we manually switched the PIN diodes’ bias, ignored the transient characteristics of the PIN diodes, and assumed perfect synchronization between spreading and despreading, the experimental results demonstrated the feasibility of the proposed antenna. We also showed that the WH codes including both +1 and −1, with a length of \( L_c > M \), must be used to prevent recovered signals’ deterioration due to errors in the PIN diodes’ electrical properties.

Future works of the proposed antenna include further tests considering the transient characteristics of the PIN diodes and actual synchronization issues, bandwidth enhancement, radiation efficiency improvement, and miniaturization of the slot pair for mitigating the losses depending on the incident angle of signals. The proposed antenna has the potential to provide a single RF Chain DBF antenna with lower cost and higher radiation efficiency.
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Appendix A: Walsh Hadamard Code

The Walsh Hadamard (WH) codes are based on the Hadamard matrices, which are square arrays of +1 and −1 and whose rows or columns are completely orthogonal to each other. The Hadamard matrices are generated as follows [26]:

\[
H_2 = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}, \quad H_{2N} = \begin{bmatrix} H_N & H_N \\ H_N & -H_N \end{bmatrix} (A \cdot 1)
\]
where the subscripts indicate the orders of the Hadamard matrices. We show the Hadamard matrices of orders 8 and 16 in Fig. A.1 (the signs of ±1 are only shown). The WH code corresponds to one of the row(column) vectors of the Hadamard matrices. The orthogonality of the WH codes can also be expressed as follows:

\[
\frac{1}{N} h_p h_q^T = \begin{cases} 
1 & \text{for } p = q \\
0 & \text{for } p \neq q
\end{cases}
\]  

(A.2)

where \( h_p \) and \( h_q \) are the \( p \)th and \( q \)th row vectors of the Hadamard matrix of order \( N \), respectively.

We now consider a vector \( \Delta_q \) obtained by replacing +1 of \( h_q \) by \((1 + \delta_q^+)^2\) and −1 by \((1 + \delta_q^-)^2\). Using a property of an orthogonal matrix [27], the Euclidean norm of \( H N \Delta_q^T \) can be expressed as follows:

\[
\frac{1}{N} \| H N \Delta_q^T \|^2 = \| \Delta_q^T \|^2.
\]  

(A.3)

When \( q \neq 1 \), the right side of (A.3) is \( N((1 + \delta_q^+)^2 + (1 + \delta_q^-)^2)/2 \). The first and \( q \)th elements of \( H N \Delta_q^T \) are \( N(\delta_q^+ - \delta_q^-)/2 \) and \( N(2 + \delta_q^+ + \delta_q^-)/2 \), respectively, and a sum of squares of them becomes \( N^2((1 + \delta_q^+)^2 + (1 + \delta_q^-)^2)/2 \). To satisfy (A.3), therefore, the other elements of \( H N \Delta_q^T \) must be all 0. Similarly, when \( q = 1 \), the right side of (A.4) is \( N(1 + \delta_q^+)^2 \), and the first element of \( H N \Delta_q^T \) is \( N(1 + \delta_q^-) \). Therefore, the other elements of \( H N \Delta_q^T \) must be all 0. Since each element of \( H N \Delta_q^T \) is a dot product of \( h_p \) and \( \Delta_q^p \), the following orthogonality is then obtained:

\[
h_p \Delta_q^p = 0 \text{ for } p \neq q, p \neq 1.
\]  

(A.4)

**Appendix B: SNR Calculation**

The average power of the interference signal for the \( m \)th slot pair is given by

\[
E[|S_{m,i}(t)|^2] = E\left[\frac{g}{T_b} \int_0^{T_b} n(t)c_m(t) dt \right]^2.
\]  

(A.5)

Using the Schwarz’s inequality [28], the right side of (A.5) becomes

\[
E\left[\frac{g}{T_b} \int_0^{T_b} n(t)c_m(t) dt \right]^2 \leq \frac{|g|^2}{T_b^2} E\left[\int_0^{T_b} |n(t)|^2 dt \cdot \int_0^{T_b} |c_m(t)|^2 dt \right]
\]

\[
= \frac{|g|^2}{T_b} \int_0^{T_b} E[|n(t)|^2] dt = |g|^2 \sigma_n^2.
\]  

(A.6)

Therefore, the worst-case SNR at the element output becomes (12).

Next, we consider an SNR at the array output. When we assume that all incident signals to the slot pairs have an equal power, the gains of each slot pair are identical (\(|f_{m0}|^2 = G_c\)), and the amplitude of transmission characteristics of each slot pair through the waveguide are identical (\(|\tau_m| = \alpha_0\)), the maximum average power of the combined desired signal is then calculated as

\[
E\left[\sum_{m=1}^{M} w_m S_{m,d}(t) \right]^2 = \frac{g}{T_b} \sum_{m=1}^{M} w_m \int_0^{T_b} n(t)c_m(t) dt
\]

\[
= \frac{g}{T_b} \int_0^{T_b} n(t) \sum_{m=1}^{M} w_m c_m(t) dt.
\]  

(A.7)

Using the Schwarz’s inequality and the orthogonality of the WH codes, an average power of the combined interference signal is then calculated as

\[
E\left[\frac{g}{T_b} \int_0^{T_b} n(t) \sum_{m=1}^{M} w_m c_m(t) dt \right]^2 \leq \frac{|g|^2}{T_b^2} E\left[\int_0^{T_b} |n(t)|^2 dt \cdot \int_0^{T_b} \sum_{m=1}^{M} |w_m c_m(t)|^2 dt \right]
\]

\[
= \frac{|g|^2 \sigma_n^2}{T_b} E\left[\int_0^{T_b} \sum_{m=1}^{M} |w_m|^2 c_m^2(t) dt \right]
\]

\[
= \frac{|g|^2 \sigma_n^2}{T_b} \cdot M|g|^2 \sigma_n^2.
\]  

(A.9)

Using (A.8) and (A.9), the SNR at the array output becomes (13).
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