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SUMMARY  Handover is an important property of cellular communication that enables the user to move from one cell to another without losing the connection. It is a very crucial process for the quality of the user’s experience because it may interrupt data transmission. Therefore, good handover management is very important in the current and future cellular systems. Several techniques have been employed to improve the handover performance, usually to increase the probability of a successful handover. One of the techniques is predictive handover which predicts the target cell using some methods other than the traditional measurement-based algorithm, including using machine learning. Several studies have been conducted in the implementation of predictive handover, most of them by modifying the internal algorithm of existing network elements, such as the base station. We implemented a predictive handover algorithm using an intelligent node outside the existing network elements to minimize the modification of the network and to create modularity in the system. Using a recently standardized Open Radio Access Network (O-RAN) Near Realtime Radio Intelligent Controller (Near-RT RIC), we created a modular application that can improve the handover performance by determining the target cell using machine learning techniques. In our previous research, we modified The Near-RT RIC original software that is using vector autoregression to determine the target cell by predicting the throughput of each neighboring cell. We also modified the method using a Multi-Layer Perceptron (MLP) neural network. In this paper, we redesigned the neural network using Long Short-Term Memory (LSTM) that can better handle time series data. We proved that our proposed LSTM-based machine learning algorithms used in Near-RT RIC can improve the handover performance compared to the traditional measurement-based algorithm.

1. Introduction

Handover is one of the crucial processes in cellular communication especially in high mobility users such as vehicular terminals. This process can be defined as the process that prevents ongoing communication from getting interrupted as the mobile equipment changes its attachment point such as cells [1]. However, some disruptions may occur in active communication due to packet losses and delays and these disruptions may result in significant loss of performance [2]. In the 5G era, this handover process is getting more crucial due to the usage of a higher frequency spectrum [3] that causes a smaller cell range.

The traditional handover algorithm is usually reliable in the ideal network condition. However, in some non-ideal network conditions, such as the presence of a coverage hole, this algorithm may not be reliable and result in transmission failure. We prove this through our simulation described in Sect. 8.

Apart of the traditional handover algorithm that will be described in Sect. 2, many other algorithms are proposed including the machine-learning-based algorithms [4] (described in Sect. 3). Neural networks are one of the most popular machine-learning-based methods for handover improvement [5]–[10]. The main issue with those proposed methods is their real-world implementation because machine learning is not originally part of the cellular networks [11]. Most of the machine learning algorithms to improve handover performance require major modifications in the existing cellular networks for their implementation. This will raise many problems in the network deployment and implementation stage.

O-RAN Alliance consortium [12] introduces the Near Real Time Radio Intelligent Controller (Near-RT RIC), a new additional network element in the radio access network (RAN) that can host applications to control base stations. Using this Near-RT RIC, a machine learning algorithm for improving the handover process can be implemented modularly without major modifications to the existing cellular networks. Our implementation of Near-RT RIC will be further described in Sect. 4.

In our previous papers, we described the implementation of machine learning in Near-RT RIC to take advantage of its modularity aspect. The machine learning algorithm can be implemented modularly outside the base station without modifying the current software of the base station. We proved that this method performs better compared to the traditional handover algorithms in a simulated non-ideal network, in this case, a network with coverage holes. We measured the performance in terms of data transmission (i.e., file download) success rate if the user moves along the network and performed a handover. The target cell is determined by several methods, the traditional algorithm and our proposed machine-learning-based algorithm.

As described in [13], we modified the Near-RT RIC original software to fit our simulation case. We modified the vector autoregression (VAR) algorithm used the original in Near-RT RIC software to consider the UE movement and...
compared the performance of this proposed method with the traditional handover algorithm. In the simulation result, we showed that this method can improve the handover performance in a network with a coverage hole.

In our next publication ([14], we extended our research by replacing the VAR algorithm with a Multi-Layer-Perceptron (MLP) neural network. It is proven that this method is also superior compared to the traditional handover algorithm. However, this simple neural networks still underperformed the VAR method. In this paper, we performed further improvement in the neural network to increase the performance.

1.1 Research Motivation and Contribution

The motivation of this research is to improve the machine learning method implemented in Near-RT RIC to solve the handover reliability issue in a non-ideal network. Using Near-RT RIC, the machine learning algorithm to control the handover process can be implemented modularly without major modification of the existing network elements.

In our previous research, we used a simple MLP neural network and it was still underperformed since it did not consider the time-series nature of the input data. We used the user measurement data as the input to determine the target cell in the handover process. In our MLP design, we statically use several last measurement data as the input and thus cannot consider the temporal feature of the time-series input. We suggest that this was the main cause of the underperformance.

The contribution of this research is designing and implementing a Long Short-Term Memory (LSTM)-based handover algorithm in Near-RT RIC to control the handover process. LSTM is chosen as it is better to handle the time-series data and consider the temporal feature of the data. We consider this time-series data handling for machine learning-based handover as our novel contribution.

In this paper, we performed modifications in Near-RT RIC original software, more precisely in the QoE Predictor xApp. We have done two modifications in our previous research and we will briefly review them in Sect. 5: adapt the VAR (the original algorithm used in Near-RT RIC) to consider the UE movement and replaced the vector autoregression with MLP neural network. Our newly proposed method to improve our previous ones is the LSTM neural network that will be described in Sect.6. We have done simulations to test the performance of those methods and we also studied the effect of training data amount on the handover performance (described in Sect.7). Finally, we compared the performance of our proposed methods with the traditional handover algorithm and showed that the machine-learning-based handover in Near-RT RIC performs better in a non-ideal condition, in this case, a network with a coverage hole (described in Sect. 8).

1.2 Research Scope and Limitation

This research focuses on the usage of a machine learning algorithm in Near-RT RIC to control the handover process. In this study, we compare the performance of the handover control in Near-RT RIC with the baseline traditional handover algorithm.

There are various solutions to improve the handover performance and we organized the solutions taxonomy in Fig. 1. We focus only on the machine-learning-based solution that is implemented externally for modularity reasons, and we compare the result of our methods with the baseline traditional handover algorithms. The innovations that are implemented on top of the traditional handover algorithm such as soft handover, conditional handover, make-before-break, are not considered and not compared with our proposed machine-learning-based algorithm in Near-RT RIC. The other state-of-the-art machine learning algorithms for handover improvement as described in Sect.3 are also not compared with our method.

1.3 Paper Organization

In this Sect. 1, we provide a gentle overview of our research, problem statement, motivation, contribution, and the scope of this study.

Section 2 describes the Traditional Handover Algorithm, the baseline algorithm for cellular mobility management that we would like to improve using our research. We present the way of working, the issues, limitations, and room of improvement of this traditional algorithm.

We use machine learning techniques to improve the Traditional Handover Algorithm. In Sect. 3, we describe the State of The Art of the usage of Machine Learning for handover improvement. Here we explored the previous works conducted to improve the handover algorithm using various machine learning techniques.

Our solution utilizes an O-RAN new network element called Near-RT RIC, which is described in Sect. 4. Here we also describe how the software is implemented and used for our solution.

Next in Sect. 5, we reviewed our previous methods that we already published in earlier publications [13], [14]. Here
can be calculated as [2]:

\[ \text{Total MIT} = \{(1 - P_{\text{HOF}}) \times T_{\text{HIT}}\} + \{P_{\text{HOF}} \times T_{\text{HOF}}\} \quad (1) \]

\(T_{\text{MIT}}\) = Total MIT
\(P_{\text{HOF}}\) = Probability of either a handover failure (HOF) or a radio link failure (RLF) during handover
\(T_{\text{HIT}}\) = Handover Interruption Time, MIT in a successful handover
\(T_{\text{HOF}}\) = Handover Failure Time, MIT in a HOF or RLF

The result of our simulation with the proposed methods is discussed in Sect. 8. We show the improvement in handover performance compared to the traditional handover algorithm. The overall conclusion and possible future works are written in Sect. 9.

2. Traditional Handover Algorithm

In the traditional handover algorithm [15], the UE sends measurement reports to the serving base station about the condition of serving cell and neighbor cells. The measurement report is about the cell’s signal strength (Reference Signal Received Power - RSRP) and/or signal quality (Reference Signal Received Quality - RSRQ). The serving base station will analyze the measurement report to determine the target cell for the handover destination. Usually the target cell is the best-measured neighbor cell (Fig. 2).

The handover process may interrupt the data transmission because it caused temporary disconnection of the UE from the serving cell (thus stopping the data transmission) and connects again to the target cell. The interruption is defined as Mobility Interruption Time (MIT) and 3GPP defines MIT as the shortest time duration supported by the system during which a user terminal cannot exchange user plane packets with any base station during transitions [17]. MIT can be calculated as [2]:

\[ T_{\text{MIT}} = \{(1 - P_{\text{HOF}}) \times T_{\text{HIT}}\} + \{P_{\text{HOF}} \times T_{\text{HOF}}\} \]

\(T_{\text{MIT}}\) is reported around 50ms while \(T_{\text{HOF}}\) ranges from several hundred milliseconds to a few seconds [18]. This means the best way is to avoid unnecessary handovers or handovers to the wrong cell. Target cell determination is very crucial in the handover process to minimize MIT.

The traditional handover algorithm is reliable in ideal conditions, where RSRP/RSRQ measurement always reflects the real condition of the network. Using this algorithm, the best target cell to continue the network connection is always the cell with the best RSRP/RSRQ measurement. In a non-ideal condition, the RSRP/RSRQ measurements may not reflect the real network condition.

An example of this non-ideal network is the presence of a cell coverage hole due to an obstacle. A UE may be handed over to a target cell with the best RSRP/RSRQ, but it enters the target cell’s coverage hole after the handover, and the connection fails after that. In this case, the traditional handover algorithm is not reliable to determine the target cell correctly and ensure network connectivity. Our simulation proves the unreliability of the traditional handover algorithm in Sect. 8. This raises the need for machine-learning-based target cell determination.

Besides the baseline traditional handover algorithm, which is part of the base station algorithm as compliance to 3GPP standard [16], there are some other handover algorithm that aims primarily to reduce MIT by reducing \(P_{\text{HOF}}\). Some innovations include fast measurements [19], soft-handover, dual-connectivity [20], make-before-break [2], [21], conditional handover [5], [22], [23], and predictive handover [5], [24]–[28].

Fast measurement makes the source base station send a handover command before an abrupt deterioration of the radio link to the UE. The UE reacts faster to the channel changes and improves mobility robustness.

Soft handover, dual-connectivity, and make-before-break work similarly by making multiple separate connections to different radio resources simultaneously. This improves mobility robustness but increases the network complexity and requires more radio resources.

In traditional handover, the handover command is sent when the radio conditions start to get degraded [23]. Conditional handover prepares in advance multiple candidate target cells in the network. This enables the handover command to be sent to the UE earlier than at the traditional handover when the radio conditions are still good.
In predictive handover, the candidate target cells are predicted using various techniques, including user behavior and learning the network condition using machine learning techniques.


Machine learning is an application of artificial intelligence (AI) that provides systems the ability to automatically learn and improve from experience without being explicitly programmed [29]. It studies the computer algorithms that improve automatically through experience [30].

Since the traditional handover algorithm is sometimes not reliable in a non-ideal network condition, some alternative methods are required to determine the target cell, and one of the approaches is the predictive handover using machine learning. Several studies [4] have implemented machine learning to improve handover performance using the predictive handover method (i.e. predict the target cell using machine learning).

Supervised learning is widely used for handover improvement. The neural networks (NN) method is one of the most popular techniques used in several studies [5]–[10]. Some studies use support vector machine [31] and K-nearest neighbor [32], [33]. Unsupervised learning techniques are also used by some studies, for example, K-means [27], [34] and Long Short-Term Memory [25]. Reinforced learning is used by some researchers that usually employ Q-learning algorithms [24], [35].

The neural networks method is popular in mobility management improvement studies. The basic idea behind these studies is to use the concept of neural networks to learn a mobility-based model for every user in the network and then make predictions of which cell the user is most likely to be next [4].

Several previous studies [6], [36] used neural networks for target cell selection in the handover process and performed simulations to justify their proposed method. We based our research on these works and improved them using our proposed methods. The previous research did not perform the implementation of the software in the Near-RT RIC platform and considered only the simple MLP neural network. As a novelty of our research, we present the implementation of the machine learning algorithm in the real Near-RT RIC platform. We also test several methods other than simple MLP neural networks, including the LSTM-based neural network that can better process time-series measurement data.

4. O-RAN Near-RT RIC

Open Radio Access Network (O-RAN) Alliance standardizes and introduces several new applications for open and intelligent RAN on top of the legacy cellular network. This enables the introduction of machine learning applications since machine learning is not originally part of the cellular network standard. O-RAN introduces new network elements called Radio Intelligent Controller (RIC) to add intelligence to the cellular radio network. There are two variants of RIC: Near-Real Time (Near-RT) and Non-Real Time (NRT) RIC (Fig. 3).

Near-RT RIC hosts applications that require real-time response, such as mobility management applications like handover control. Because of this response requirement, Near-RT RIC is typically implemented in an Edge Cloud, a virtual environment that is placed physically near the radio network. The effectiveness of Edge Cloud is already proven to implement RAN elements [37].

NRT-RIC hosts applications that do not require immediate response such as network monitoring and optimization. It can be implemented in Central Cloud and typically collocated with the existing network management system.

There are some use cases defined by O-RAN Alliance [38] to be implemented in O-RAN to provide RAN openness and intelligence, for example, Context-Based Dynamic HO Management for V2X, Flight Path-Based Dynamic UAV Radio Resources Allocation, QoE Optimization, and Traffic Steering. However, the exact implementation of the use case is given to specific vendors. For example, Nokia prioritizes Traffic Steering and Network Anomaly Detection use case for its RIC solution [39].

Several studies already use O-RAN RIC architecture for many applications such as connection management [40], mobility management [41], and scheduling policy optimization [42]. Various machine learning algorithms are implemented in RIC including reinforcement learning [43].

The Near-RT RIC can be implemented in any virtualized environment. In our research, we installed it on an Ubuntu-based virtual machine by installing the open-source software.
Fig. 4 The software architecture of RIC [44].

The software architecture of RIC [44]. The software is container-based and contains several applications called xApps. This architecture can be viewed in Fig. 4.

The Anomaly Detection use case [45] is one of the already existing Near-RT RIC use case examples from O-RAN SC that mostly corresponds to our research need. However, we have to perform some modifications to fit our simulation scenario.

The software contains three xApps: Anomaly Detection, Traffic Steering, and Quality of Experience (QoE) Predictor. The xApps exchange messages in RMR protocol, the Near-RT RIC internal communication. Currently, in this research, the Near-RT RIC works stand alone without any connection to the RAN, and all simulation data is stored in the database.

The scenario begins with the Anomaly Detection xApp detects an anomalous UE, for instance, the UE experiencing degradation of RSRP. In this research, this information is obtained from the database but in the real implementation, this information is notified by RAN (i.e. base station). The Anomaly Detection xApp then informs the anomaly to the Traffic Steering xApp.

Traffic Steering xApp then sends a message to QoE Predictor xApp sending the identity of the UE experiencing an anomaly. QoE Predictor xApp then predicts the score of QoE of the UE if the UE is placed in the neighboring cells. In the original software, this score is the throughput of the data transmission and is predicted using the vector autoregression (VAR) method. Therefore, QoE Predictor predicts the throughput experienced by the UE if it is placed in a certain cell.

This prediction is sent back to Traffic Steering xApp. Based on this prediction, it will perform some necessary actions. The action can be a handover command to the cell where the throughput prediction is the highest one. From this scenario, it is clear that QoE Prediction is the one that actually determines the target cell by performing a prediction of QoE (score) in each cell. The Traffic Steering xApp is just simply choosing the target cell with the highest score.

In this research, we modified the original Near-RT RIC xApps in the Anomaly Detection Use Case to adapt to our simulation scenario. We mainly performed modifications in QoE Predictor xApp as it is the one that actually performs predictions that will determine the target cell. We performed two modifications to the original QoE Predictor xApp. The first modification is to adapt the original software to our simulation scenario. The prediction is still done by the vector autoregression method. The second modification is completely replacing the vector autoregression with a neural network. The neural network design is based on our previous studies [46], [47] that yield optimum results.

5. Our Previous Methods: A Review

The original QoE Predictor xApp software provided by O-RAN SC predicts the QoE using the VAR method. However, the original software is not immediately usable for our research case so we have to perform some modifications in the original xApp. Our research aims to determine the target cell in a non-ideal network containing a coverage hole. This target cell is determined by the movement of the UE that is reflected in the RSRP/RSRQ measurements.

5.1 Modified VAR

Vector Autoregression (VAR) is a statistical time series model used to analyze the relationship between multiple variables. In a VAR model, each variable in the system is modeled as a function of its past values and the past values of all the other variables in the system. A VAR model of order p, denoted as VAR(p), is a set of linear equations that relate each variable in the system to its own past values and...
the past values of all the other variables in the system up to \( p \) lags. The equations can be written in matrix form as:

\[
Y_t = A_1 Y_{t-1} + A_2 Y_{t-2} + \ldots + A_p Y_{t-p} + u_t
\]  

(2)

where \( Y_t \) is a \( k \)-dimensional vector of the current values of the \( k \) variables in the system, \( A_1, A_2, \ldots, A_p \) are \( k \times k \) matrices of coefficients that capture the dynamic relationships between the variables at lags 1 to \( p \), and \( u_t \) is a \( k \)-dimensional vector of error terms that represent the unexplained part of the system at time \( t \).

The original QoE Predictor xApp determines the target cell by predicting the throughput of each cell using time-series throughput data in the training data. However, this software only considers the position of the UE, i.e. what the neighbor cells are. It does not consider the movement and the trajectory angle of the UE. If we use the unmodified original software and training data, the prediction will always give the same target cell for all simulation cases.

Our proposed modified method using VAR can be expressed in the following pseudocode (Algorithm 1). The italic expression in Algorithm 1 indicates our modification.

**Algorithm 1 Predict the throughput of all cells**

**Require:** list of all cells serving and neighboring UE and the RSRP measurements of those cells

for all cells in list do
  Query throughput of cell over time from Training Data (where RSRP measurement is similar with the one reported by UE)
  Remove outliers of the query result
  Predict the next throughput of the cell using Vector Autoregression
end for

Report the throughput prediction of all cells in list to Traffic Steering xApp

To adapt the original software to our simulation scenario, we reconstructed the software and training data to put the UE movement into account. The UE movement and its trajectory angle can be reflected by the RSRP measurement variations. From the training data generation process described in Sect. 7, we construct the new training data that considers the UE movement to predict the next throughput by evaluating RSRP values. Using this modified training data, the target cell is determined by the UE movement, not only the UE position like the original QoE Predictor xApp.

5.2 MLP Neural Network

For our second method, we completely replaced the VAR in the QoE Predictor xApp with a neural network. In this preliminary stage, we use a very simple Multi-Layer Perceptron (MLP) neural network regression model to predict whether the download is successful or failed using RSRP and RSRQ samples as input.

This method works in a different approach than the previous one. The VAR method views the problem as a prediction problem, this MLP neural network method views the problem as a classification problem. The prediction problem in the VAR method requires throughput data and determines the target cell by choosing the neighbor cell with the highest predicted throughput. The throughput data is not immediately available in real-life handover cases so we decide to use the already available RSRP/RSRQ data. It is possible to perform prediction of RSRP/RSRQ data but in a non-ideal network, RSRP/RSRQ data do not directly reflects the throughput or QoE of the user.

In our second method, we decided to view the problem as a classification problem, without necessarily predicting the future RSRP/RSRQ data. We directly collect the RSRP/RSRQ data reported by the UE to determine whether it is good or not to perform a handover in a certain neighbor cell.

The MLP neural network in our method contains fully interconnected 18 input nodes, 4 hidden nodes, and 1 output node (Fig. 6). The inputs are the last 3 samples of RSRP and RSRQ measurements from all the 3 cells. The output is whether the data transmission (i.e. file download) is successful or not, represented by the number 0 (failed download) or 1 (successful download). The result of the output node is a floating point continuous number between 0 and 1 that can be used as the prediction score. The score will then be sent to Traffic Steering xApp and the cell with the highest score will be determined as the target cell. In this method, we do not need throughput data and perform any prediction to determine the target cell.

We use TensorFlow Keras API for the implementation. Currently, the training process is done with 150 times iterations through the whole training data (epoch = 150), and the model is updated every 10 training data (batch size = 10).

The MLP neural network method has a simpler implementation than the VAR method since it uses only RSRP/RSRQ measurement without a throughput measurement. This MLP neural network method can be faster as the neural network model can be saved and reused without necessarily querying the training data on each prediction.

As a summary, our two previous methods can be compared in Table 1.
6. Proposed Method: LSTM Neural Network

The two previous methods can outperform the traditional handover algorithm. However, the MLP neural network still underperforms the VAR method. We view the neural network as more promising since it has a less complex and less demanding implementation. It requires only RSRP/RSRQ measurements with no throughput measurement and the model can be created once and used repeatedly in every case. Therefore, we seek ways to improve this neural network.

MLP has several limitations and weaknesses: it is stateless, unaware of temporal structure, has messy scaling, and requires fixed-sized inputs and outputs [48]. In our scenario, the input is RSRP/RSRQ measurements which are time-series data, not static fixed-sized data. The length of the input is actually not fixed, depending on the cases. Using MLP, we have to fixate the input to only 3 samples per cell and thus limit the amount of information. Our MLP neural network also has an issue with scaling. When we add or remove the cell amount in the network we have to completely change the model architecture.

In machine learning, time-series data can be handled in various ways. Time-series prediction involves predicting the next value for a given input sequence, time-series classification involves predicting a class label for a given input sequence, and time-series generation involves generating a new output sequence that has the same general characteristics [48].

We assess and identify our scenario as a time-series classification problem because our input data has a temporal structure and we solve the problem by classifying if the file download is successful or not. There are so many methods to solve this time-series classification problem [49], including the deep learning approach using neural network [50]. Instead of using a simple MLP neural network for time-series data, it is recommended to use a Recurrent Neural Network (RNN) that better considers the temporal feature of the input. There are several methods based on RNN, for example, SimpleRNN, Gated Recurrent Unit (GRU), and Long Short-term Memory (LSTM).

Long Short-term Memory (LSTM) [51] is an artificial neural network that has a feedback connection and thus can be classified as RNN. LSTM has been shown to outperform other RNN methods on numerous temporal processing tasks [52]. These temporal processing tasks include the processing of multivariate time-series data to perform predictions on future values. Several applications employ LSTM due to this capability, for example, handwriting recognition, speech recognition, and machine translation.

LSTM employs the “Long-term memory” and “Short-term memory” that occurs in the RNN architecture that processes time-series data. The connection weights and biases in the network change once per episode of training, analogous to how physiological changes in synaptic strengths store long-term memories; the activation patterns in the network change once per time-step, analogous to how the moment-to-moment change in electric firing patterns in the brain store short-term memories [53]. The LSTM architecture aims to provide a short-term memory for RNN that can last thousands of timesteps, thus “Long Short-Term memory”. LSTM networks are well-suited to classifying, processing, and making predictions based on time series data since there can be lags of unknown duration between important events in a time series.

We modify our neural network by adding an LSTM layer before the MLP layer. This will enable the neural network to process the time-series input data before feeding them to the MLP to perform classification (Fig. 7).

The LSTM layer contains 18 serially-connected LSTM cells. The input is the RSRP/RSRQ data fed into the first LSTM cell and processed serially to the next LSTM cells. Besides providing input to the next LSTM cell, all 18 LSTM cells also provide input to the MLP’s 18 input layers that will further perform the classification function. Using this architecture, any arbitrary length of input can be processed, unlike the MLP neural network that requires fixed-length input. The dropout rate is chosen 50% and the MLP layer architecture is the same with the previous method 18 input nodes, 4 hidden nodes, and 1 output node (Fig. 6). The activation function is \textit{relu} in the hidden layer and \textit{sigmoid} in the output layer. The training process is done with 150 times iterations through the whole training data (\textit{epoch} = 150), and the model is updated every 10 training data (\textit{batch size} = 10).

---

Table 1 Comparison of the previous methods: VAR and MLP-NN.

<table>
<thead>
<tr>
<th>Approach</th>
<th>VAR</th>
<th>MLP-NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>RSRP/RSRQ, Throughput</td>
<td>RSRP/RSRQ, Download</td>
</tr>
<tr>
<td>Components</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>Query the time series</td>
<td>Provide RSRP/RSRQ as</td>
</tr>
<tr>
<td>Usage</td>
<td>throughput data (filtered</td>
<td>input to the NN model</td>
</tr>
<tr>
<td></td>
<td>with RSRP/RSRQ) from</td>
<td>and perform classification</td>
</tr>
<tr>
<td></td>
<td>the Training Data and</td>
<td>to obtain successful</td>
</tr>
<tr>
<td></td>
<td>predict the next</td>
<td>download probability (score)</td>
</tr>
<tr>
<td></td>
<td>throughput for each cell</td>
<td></td>
</tr>
</tbody>
</table>

---

Fig. 7 LSTM neural network design.
7. Simulation Design and Data Collection

In this research, we created two network environments for two experiments. The first one contains three cells, one moving UE, and a building creating a coverage hole (Fig. 8). The second one contains four cells, one moving UE, and two buildings creating two coverage holes (Fig. 9). This environment is built using NS3 LTE network simulator [54] based on previous studies [33], [36]. The simulation parameters are reusing the previous work as described in Table 2.

On each simulation, the UE moves to the right side of the network with a random trajectory angle. Due to this movement, the UE needs to perform a handover from Cell 1 to either Cell 2 or Cell 3 (or also Cell 4 for 4 cells simulation), depending on the trajectory angle. The UE also downloads files during the movement and in the end, the download may be successful or may not. For every simulation, we noted down the target cell, the download success status, and the RSRP/RSRQ measured by UE.

The simulation activity can be described in Fig. 10. Our simulation contains three activities: the training data generation (1), handover simulations using the traditional algorithm (2), the target cell determination using Near-RT RIC (3), and the handover result verification of the target cell determined by Near-RT RIC (4).

To create the training data, we ran 100 simulations of deterministic handover to each neighbor cell. The first 100 simulations are deterministic handover cases where the UE is forced to perform handover to Cell 2 regardless of the trajectory angle. The next 100 simulations are also deterministic handover cases but this time to Cell 3. There are also the next 100 simulations to Cell 4 for 4 cells simulation. This activity is described as the first activity in Fig. 10.

To compare the performance of the handover algorithms (the traditional algorithm and our RIC-based proposed algorithms), we ran other simulations of non-deterministic handover. In these simulations, the UE may perform a handover to any neighbor cell, using a traditional handover algorithm, based on the RSRP/RSRQ measurements. The result of these simulations (download success status and RSRP/RSRQ measurement) is the result of the traditional handover algorithm and is used as a baseline to be compared with machine-learning-based algorithms run in Near-RT RIC. The RSRP/RSRQ measurement for these simulations is also used as input for the RIC-based handover algorithm. This activity is described as the second activity in Fig. 10.

Next, we performed RIC-based handover simulations. For each simulation run, we performed target cell determination using the machine-learning-based algorithm in Near-
RT RIC by providing RSRP and RSRQ measurements of the same simulations that we ran in the traditional handover algorithm process. The algorithm in Near-RT RIC would then get the score of each existing neighbor cell in the network. The cell with the highest score is then chosen as the target cell. This activity is described as the third activity in Fig. 10.

From Near-RT RIC we only obtained the target cell, but not yet the download success status. Therefore, we need to perform verification using NS3 to check if the download is successful or not, given the target cell from Near-RT RIC. Next, we performed deterministic handover again using NS3 but using the target cell obtained by Near-RT RIC. From here we get the download success status if the handover is controlled by Near-RT RIC. This activity is described as the fourth activity in Fig. 10.

We choose download success rate as the main performance metric. As stated in Eq. (1) in Sect. 2, the handover process is best improved by reducing the probability of handover failure, thus avoiding unnecessary handover and handover to a wrong cell. Based on this statement, we focus on the target cell determination process. We decide the performance metric as download success rate if we use a certain method to select the target cell.

8. Simulation Result and Discussion

As described in Sect. 7, we already performed three sets of simulations in our previous papers: the traditional handover, Near-RT RIC handover using VAR, and Near-RT RIC using MLP neural network. In this paper, we propose an additional method which is Near-RT RIC using LSTM neural network and we also performed another set of simulations. The traditional handover was done using the NS3 simulator and we noted down the RSRP/RSRQ measurement and the handover results (target cell and download success status). The RSRP/RSRQ measurement of those simulations was used as input in Near-RT RIC handover simulations. After that, we compared the download success rate of all simulations among all methods (Fig. 11 and Fig. 12). We performed all those simulations in two network scenarios: 3 cells with 1 coverage hole and 4 cells with 2 coverage holes.

The successful download rate for the traditional handover algorithm, in 3 cells 1 coverage hole environment, is 86.2%, not 100% due to the presence of the coverage hole. All of the simulations with failed downloads happened when the UE was handed over to Cell 2 (based on the best RSRP/RSRQ measurement) but it entered the coverage hole behind the building after the handover. If it was handed over to Cell 3 instead of Cell 2, the download may be successful because Cell 3 was not obstructed by the building. This result shows that sometimes the traditional handover algorithm is not reliable in a non-ideal condition.

This successful download rate for the traditional handover algorithm is getting worse in the 4 cells 2 coverage holes environment, which reached only 29%. The two coverage holes created a blank spot in the network that caused download failure if the UE performed a handover to either
The UE may experience a successful download if it performed a handover to Cell 4 but Cell 4 is never an option in the traditional handover algorithm as the RSRP/RSRQ are too low at the time of handover.

When we determined the target cell using Near-RT RIC in the 3 cells 1 coverage hole network environment, the successful download rates are mostly increasing, depending on the method and the amount of training data (Fig. 11). If the QoE Predictor xApp uses vector autoregression (VAR), the success rate can reach 95.3% using all 100 available training data, 94.1% with 50 training data, and 92.7% with only 25 training data. If we use MLP-NN, the success rate is slightly lower but still higher than the traditional algorithm in most cases, the download success rate can reach 91.9% using all 100 available training data and 88.4% using only 50 training data. However, the performance plummeted to only 58.8% if we only use 25 training data (even lower than the traditional handover algorithm). Using our newly-proposed LSTM-NN, the success rate is superior to other methods, reaching 97.6% using 100 training data, 95.7% using 50 training data, and 91.8% using only 25 training data.

If we use Near-RT RIC to determine the target cell in the 4 cells 2 coverage holes network environment, some methods significantly can increase the success rate, given enough training data. As shown in Fig. 12, VAR didn’t perform much in this network environment. Our previous MLP-NN method performed better but ultimately our newly-proposed LSTM-NN worked best for this environment.

The related work [6] reported that their proposed method achieved a download success rate of 95.37% compared to the state-of-the-art method that yields only 54.45% in their simulation. However, they did not perform the implementation in the Near-RT RIC.

It is shown that machine-learning algorithms can provide better handover performance by determining the correct target cell in a non-ideal network condition, given enough training data. The more training data, the better the performance. From the simulation result, our newly proposed LSTM-NN works better than all other methods and we proved it in both network environment cases.

As a summary, all of the handover methods discussed in this paper can be compared in Table 3. The Modified VAR and MLP-NN are our previous proposed methods [13], [14] while LSTM-NN is the current proposed method.

In addition, we also compared other RNN-based methods that are designed for time-series classification. We replaced the LSTM layer with the GRU and SimpleRNN layer. No changes were performed in the MLP layer and the hyper-parameters. The result is similar to the LSTM method but LSTM is still superior to those methods (Fig. 13). However, those methods are very promising for future exploration.

### Table 3 Comparison of the handover methods.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Brief Description</strong></td>
<td>Select the target cell from the neighbor cell (as the candidate target cell) that has the best RSRP and/or RSRQ.</td>
<td>Provide the RSRP and RSRQ measurement to an MLP neural network model to get the score of a candidate target cell. The score of all candidate cells is then compared and the highest score is chosen as the target cell.</td>
<td>Predict the future data rate of a candidate cell from the pool of training data. The candidate cell with the highest predicted data rate is chosen as the target cell.</td>
<td>Provide the RSRP and RSRQ measurement to an MLP neural network model to get the score of a candidate target cell. The score of all candidate cells is then compared and the highest score is chosen as the target cell.</td>
<td>Provide the RSRP and RSRQ measurement to the LSTM network and continue to the MLP model to get the score of a candidate target cell. The score of all candidate cells is then compared and the highest score is chosen as the target cell.</td>
</tr>
<tr>
<td><strong>Best Performance (download success rate in 1-coverage-hole network)</strong></td>
<td>86.2%</td>
<td>95.37%</td>
<td>95.3%</td>
<td>91.9%</td>
<td>97.6%</td>
</tr>
</tbody>
</table>

Fig. 13 Comparison of RNN-based methods for a network with 3 cells and 1 coverage hole.
9. Conclusion and Future Work

The handover process may cause an interruption in the data transmission, moreover in a high-mobility condition where the radio condition may worsen because of the user speed. Increasing the probability of successful handovers, such as making sure to perform handover to the correct target cell, can minimize this interruption. Therefore, target cell determination is very important in the handover process.

In this paper, we presented the result of our newly proposed method, the LSTM neural network, using O-RAN Near-RT RIC to determine the target cell in the handover process. This new method is an improvement of our previous machine-learning-based methods that is better at handling the time-series nature of the input data. From the simulation result, it can be concluded that this method can be used and is proven better to determine the target cell compared to other methods, the traditional handover algorithm, and our previous machine-learning-based methods. The performance of the algorithms depends on the method and the amount of training data.

In the future, we will further improve the neural network to get better performance. We plan to test this method in another non-ideal network environment other than the coverage hole case. We also plan to explore the possibilities of using another RNN-based methods such as GRU and SimpleRNN.
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