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PAPER
High-Throughput Exact Matching Implementation on FPGA with
Shared Rule Tables among Parallel Pipelines

Xiaoyong SONG† ,††a), Zhichuan GUO† ,††b), Xinshuo WANG† ,††c), and Mangu SONG† ,†††d), Nonmembers

SUMMARY In software defined network (SDN), packet processing is
commonly implemented using match-action model, where packets are pro-
cessed based on matched actions in match action table. Due to the limited
FPGA on-board resources, it is an important challenge to achieve large-
scale high throughput based on exact matching (EM), while solving hash
conflicts and out-of-order problems. To address these issues, this study
proposed an FPGA-based EM table that leverages shared rule tables across
multiple pipelines to eliminate memory replication and enhance overall
throughput. An out-of-order reordering function is used to ensure packet
sequencing within the pipelines. Moreover, to handle collisions and in-
crease load factor of hash table, multiple hash table blocks are combined
and an auxiliary CAM-based EM table is integrated in each pipeline. To
the best of our knowledge, this is the first time that the proposed design con-
siders the recovery of out-of-order operations in multi-channel EM table
for high-speed network packets processing application. Furthermore, it is
implemented on Xilinx Alveo U250 field programmable gate arrays, which
has a million rules and achieves a processing speed of 200 million opera-
tions per second, theoretically enabling throughput exceeding 100 Gbps for
64-Byte size packets.
key words: field programmable gate arrays (FPGA), match-action table,
exact matching, hash table, hash collision, CAM

1. Introduction

In software defined network (SDN), most network functions
are implemented based on match-action table (MAT) model.
InMAT, the specific fields of data packets are extracted as key
to probe the matching table, and the action instructions that
should be executed are obtained after successful matching
[1], [2]. Exact matching (EM) table plays an important role
and is widely used in packet processing applications such
as packet inspection [3], packet classification [4] and flow
monitoring [5] etc. The processing speed of network pack-
ets and the scale of networks are increasing continuously,
along with higher processing performance requirements for
switch devices, which also demand higher performance and
scalability to exact matching tables.
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Field programmable gate arrays (FPGA) has significant
advantages in terms of programmable flexibility and par-
allel processing, and various network functions are being
offloaded to FPGAs for accelerated processing [6]. How-
ever, neither EM nor content addressable memory (CAM)
is on an FPGA. User needs to design and implement the
matching table based on on-board resources. On FPGA, the
mainly methods to implement exact matching table include
hash-based methods and CAM-based methods. The exact
matching table based on CAM consumes huge resource and
has a low memory efficiency [7]. EM table based on hash
has higher memory efficiency, but there are problems such
as hash collision, insertion difficulty, and nondeterministic
worst case latency [8], [9]. Moreover, both methods will
face difficulties in achieving a large depth or large width EM
on FPGA with a high speed.

In order to improve the throughput of the matching ta-
ble, some designs employ multiple parallel channels. How-
ever, it also brings the problem of memory replication [10],
resulting in huge on-chip storage consumption. Some multi-
channel designs [11], [12] without storage replication also
have the problems of low hash table load factor. Moreover,
different from the out-of-order execution of a general Key-
Value System (KVS) in database, it is necessary to maintain
the sequence order of packets in most of network packet pro-
cessing applications. Hence, the issue of uncertain process-
ing latency or packets out-of-order should also be considered
in network matching table application.

To implement a large-scale high-throughput exact
matching table and solve the problems of hashing collision
and out-of-order among multiple pipelines, this paper pro-
poses a multi-channel exact matching table with shared rule
table, which can improve the processing speed of the match-
ing table without memory replication. Especially, it would
rearrange the out-of-order matching results after processing
to ensure a correct sequence, which avoids packets out-of-
order or error in network. The main contributions of this
work are as follows:

• This paper proposed an FPGA-based exact matching
implementation that leverages shared rule tables across
parallel pipelines to enhance overall throughput with-
out memory replication. The implemented EM table
based on FPGA could insert a million rules, which has
good scalability and achieves a processing speed of 200
million operations per second, theoretically enabling
throughput exceeding 100 Gbps for 64-Byte size pack-
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ets.
• An out-of-order reordering function to recover the order
of matching results within the pipelines to maintain
packet sequence in network packet processing.

• A compact CAM-based exact match table is incorpo-
rated alongside the primary hash-based EM tablewithin
each pipeline to handle hash collisions, which ensures
the important rules can be inserted into rule tables.

2. Exact Match Table Overview

2.1 Match-Action Model

As Fig. 1 shown, match-action model is the mainstream
framework to process data packets in data plane of pro-
grammable devices. At each processing stage of data pack-
ets, the feature match filed in the packet is extracted as Key
and used for MAT table lookup operation [2], [13]. The
action engine then executes actions based on the result of
the table lookup. Among the various types of MAT tables
used in packet processing and pattern matching, the exact
matching table is commonly employed.

There are two main ways to implement EM on FPGA,
which is hash-based EM like [10] and CAM-based EM like
[14]. Both hash-based and CAM-based exact matching
tables have O(1) lookup performance. In contrast, hash-
based EM has higher storage utilization efficiency, while the
SRAM-based CAM has low storage utilization. However,
CAM-based EM does not have the problem like hash colli-
sion or insert difficulty, etc.

2.2 Hash-Based Exact Match Table

The hash-based exact match table shown in Fig. 1(a) is a
fast and efficient data structure that stores Key-Value pairs in
the {Vld, Key, Value} data structure in each address space.
During inserting or querying, the Key is hashed to generate
the corresponding address index, and then the data structure
is stored at the address or retrieved for comparison, ultimately
yielding the corresponding value.

Fig. 1 Basic scheme of match-action model. (a) Architecture of hash-
based exact match table. (b) Architecture of CAM-based exact match table.
(c) Architecture of non-collision exact match table.

2.3 CAM-Based Exact Match Table

Content Addressable Memory (CAM) is a type of memory
that enables fast content queries and has the advantage of
fast search rate. As Fig. 1(b) shown, in CAM-based exact
matching table, the key is entered into CAM to get the match-
ing information matchlines which contains all match result
of each address unit, and the match address index is encoder
by Priority Encoder. Finally, this address is used to read the
corresponding Value from the Value Store.

2.4 Non-Collision Exact Match Table

The probability of collision depends on the hash function,
which is not possible to be perfect, especially in the case of
random and frequently updatable data [7]. In order to solve
the hash conflict, the cuckoo hash [9], multiple level hash
table [10] or chaining [15], adding auxiliary storage [5], [12],
[16], and other solutions have been proposed. Figure 1(c)
shows a non-collision exact match table combinedwith hash-
based EM and CAM-based EM. The rule entry is firstly
inserted into hash-based EM table. If a collision occurs,
the conflicted entry is then inserted into the CAM-based
EM table. This hybrid structure leverages the benefits of
both CAM and hash-based techniques to ensure efficient and
collision-free matching.

3. Architecture

Although hash table has good scalability and high resource
utilization, implementing a high-performance EM table on
FPGA is still a challenge, especially when the size of table
is large. It is difficult to perform matching with sufficient
throughput for wire-speed processing. For instance, in a
100Gbps high-speed network, at least 148.8 million of 64B
size packets per secondmust be processed tomeet processing
speed requirements, which means the operation throughput
of matching table should not be lower than 148.8 million.

The core idea of increasing the processing speed is to
maximize the number of operations processed per clock cy-
cle. Usually, the processing speed is increased by boosting
the main frequency of system or utilization of multiple paral-
lel pipelines [17]. It is not easy to improve the frequency on
FPGA, especially when the entire system is complex and the
table size is large. The problem faced by multiple parallel
pipelines is that it requires multi-port memories or memory
replication to store each rule several times, which consumes
more storage resources. Due to the limited resources on
FPGA, it is not feasible to use the method of memory repli-
cation when implementing a very large scale matching table.

3.1 Parallel Shared Hash Table with CAM Structure

To avoid storage replication and increase the number of en-
tries processed in a single clock cycle, we optimize themulti-
level hash pipeline structure to multiple parallel pipelines
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Fig. 2 Overall architecture of exact table with 4 parallel pipelines.

structure. Additionally, multiple CAM tables were adopted
to handle hash conflicting.

All pipelines share all rules stored in the entire exact
matching table, and each rule is only stored once timewithout
backup. The table in each pipeline can be accessed by the
operation from its neighbor pipeline if needed. For each key,
there is a probability that they will be inserted or matched in
the hash table set of each pipeline. If the operation succeeds
in a hash table set, there is no need to access other tables in
other pipelines. Meanwhile, the tables in other pipelines can
process other operations. In the worst-case scenario, when
all EM tables in all pipelines need to be accessed for each
key, the throughput of the entire EM table is the same as that
of a single pipeline. In the best scenario, all operations are
succeed in the first hash table set they access, and the entire
exact matching table could handle P operations in each clock
cycle. However, for most cases, 1 ≤ p ≤ P, where p is the
number of operations EM can process in a clock cycle and
P is the number of pipelines.

In the entire EM table, there are P parallel pipelines,
each consisting of a set of hash table blocks as the main
storage and a CAM-based EM table as auxiliary storage.
Figure 2 shows the architecture of our EM table with four
parallel pipelines. Multiple hash functions and hash table
blocks are used in each hash table set to reduce the hash col-
lision rate. To avoid the uncertainty in insertion time caused
by cuckoo hashing, we select an empty address space from
multiple alternative addresses in parallel, and the conflicted
new entry would be inserted in other hash table sets instead
of replacing existing entries if there is no empty alternative
address in current hash table set. Entries failed inserted into
all hash tables are eventually inserted into CAM. In order
to maintain the sequence of packets and ensure a constant
search latency, there is a Reorder module behind the hash
table sets and CAM tables to return the searched key and
matched result to its own input pipeline, and unify the la-
tency of each search key according to its operation path.

3.2 Hash Table Block and Hash Table Set

In each pipeline, there is a set of hash-based EM table blocks,

here called the hash table set. Each hash table set consists
of M hash table blocks, and these hash table blocks are
independent and store Key-Value pairs in their address units
with the entry structure of {Vld, Key, Value}. If Vld is ‘1’,
it indicates the entry structure is valid and the slot in hash
table block has been used.

3.2.1 Class H3 Hash Function

The performance of a hashing scheme depends on the colli-
sion handling method and the hashing function chosen [18].

Class H3 hash algorithm [8] was used to perform the
hashing operation on the key, which has been demonstrated
to be effective on distributing keys randomly [10]. Let i
denotes the number of bits for input key, and j denotes the
number of bits for hash index. Let Q denotes a i × j Boolean
matrix. For a given q ∈ Q, let q(m) be the bit string of the
mth row of Q, and let x(m) denote the mth bit of input key.
The hashing function h(x) : A→ B is defined as

h(x) = (x(1) ·q(1))⊕(x(2) ·q(2))⊕ . . .⊕(x(i) ·q(i)). (1)

Compared to other hashing algorithms like Toeplitz
[19], the H3 algorithm not only ensures uniformity and fast
computation but also consumes fewer logic resources when
implemented on an FPGA. The hardware which stores H3
matrix can be organized in a bank of registers. The same
hardware can realize any desired hashing function from this
class and the hashing function can be changed dynamically
by loading data into the bank of registers if needed [18].
To improve the clock frequency, the hashing operation is
pipelined and completed within two clock cycles.

3.2.2 Hash Collision Handling

To reduce hash collisions, an independent H3 hash matrix
is set for each hash table block, and the entire EM table has
P × M H3 hash matrices and P × M hash function units.
If a hash collision occurs during insertion, the new entry
would select another empty slot to insert, instead of replacing
the original entry like cuckoo hashing. In each hash table
set, M hash function units perform hash calculations on the
same key parallelly, and then choose an address without hash
conflict from the M candidate addresses for insertion. With
an increasing number of hash table blocks in each hash table
set, the hash collision rate would be reduced significantly,
which would be explained further in Sect. 4.1. If there is
no empty candidate address in the current hash table set,
the insertion operation proceeds to the hash table set of the
next pipeline. If all hash tables fail to insert, the conflicting
entries are stored in the CAM table finally.

3.2.3 Operations

• Insert: As illustrated in Fig. 3, for each hash table set,M
hash function units in this set first generateM candidate
addresses for the key during entry insertion. Then the
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Fig. 3 Insert process of hash table set.

Fig. 4 Query process of hash table set.

entry structure stored in the candidate address of each
hash table block is read. If the Vld bit in entry structure
is ‘0’, the address is empty, and ‘1’ indicates that this
address space has been already in use. The Collision
handling logic selects a hash table block with empty
candidate address to insert. Write logicwrites the entry
structure of new entry into the corresponding address
of the selected table.

• Query: As illustrated in Fig. 4, after hashing calculation
and entry structure reading, the queried key is compared
with all keys in valid entry structures. After comparing,
Compare logic encodes all comparison results and gets
the matching address, and then the matching value is
selected according to the matching address.

• Delete: Performs a query operation firstly. After the
matching is successful, the content of the matching ad-
dress is written to 0 to delete the entry.

3.3 Auxiliary CAM Tables

Even if we use multiple hash functions and multiple hash
table blocks to reduce the probability of hash collisions, a
perfect hash function does not exist. To avoid situations
where important rules cannot be inserted into hash tables
due to hash conflicts, we handle this problem by adding
auxiliary storage, namely a small depth CAM-based EM
table for storing entries that cannot be inserted into the hash

Fig. 5 Timeline of the operation (H: Hash Table Set. C: CAM Table. K:
Operation Key. H0, H1, H2, H3 are the four hash table sets in Fig. 2, and
C0, C1, C2, C3 are the four CAM tables in Fig. 2. K0, K1, · · · , K13 are
the operation keys into the tables).

table.
The CAM here is implemented using the transposed

SRAM method [20]. In the implementation of this method,
key is used as write or read address, and matchlines contain-
ing entry address information are stored in SRAM.Thewidth
of matchlines is equal to the depth of CAM, with each ad-
dress space corresponding to a single bit in matchlines. For
a given key, if a particular bit in its correspondingmatchlines
is ‘1’, it means that the address is a matching address.

Theoretically, the depth of CAM depends on the prob-
ability of hash collision, and a detailed analysis will be pro-
vided in Sect. 4.2. Here, we assume that the total CAMdepth
requirement isCdepth . Figure 5 illustrates the timeline of the
operation in the EM table. When a keyK enters thematching
table, it will appear in the timeline and the grid in Fig. 5. The
white grid indicates that the operation of K is not completed
yet, and it needs to continue entering the next hash table
set or CAM table to try its operation with the loop order of
Pipe 0→ Pipe 1→ Pipe 2→ Pipe 3→ Pipe 0. The green
grid indicates that the operation of K has been successfully
completed or all tables have been accessed. For each key, if
its operation is failed in all hash tables, it would further enter
into CAM table. The key failed to do operation in a CAM
table would access the next CAM table with the same loop
order ofCAM 0→ CAM 1→ CAM 2→ CAM 3→ CAM 0.
For instance, the operation of K1 is failed in all hash table
sets and it finally completes its operation in CAM table 0. To
avoid the worst-case scenario which shown in Fig. 5, when
all hash table sets in multiple pipelines need to insert con-
flicting entries into CAM simultaneously (K10, K11, K12,
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Fig. 6 Architecture of CAM-based EM table.

and K13), we place a CAM table after each hash table set
in each pipeline. The key of K10, K11, K12, and K13 are
failed to do their operation after traversing all hash tables
in four pipelines. After the first Reorder module behind the
hash tables in Fig. 2, K10 ∼ K13 enter into the CAM tables
with their corresponding pipelines. The depth of the CAM
in each pipeline CD = Cdepth

P , where P is the number of
pipelines or the number of hash table sets.

By combining CAM-based EM tables with hash-based
EM tables, it can address potential hash conflicts and ensure
that important rules are correctly inserted into the match
table.

3.3.1 Address Spaces Management

As shown in Fig. 6, for each CAM table there is a bitmap
CAMVld vector which records the usage status of each CAM
address space. ‘0’ means that the space is already in use,
while ‘1’ means that it is available for use. When inserting
an entry into CAM, the address index generator allocates an
empty address space to this entry by the vld bitmap and a
priority encoder. After an entry is deleted, the corresponding
address vld bit corresponding would be set to ‘1’ again,
indicating this address can be reallocated.

3.3.2 Operations

• Insert: After generating the write index, the new con-
tent of the entry is generated based on the write index
(new content = 1 << write index). In the same
time, the original content in the address of writing key
should be read out as old matchiline. The new content
and old matchiline perform the or operation to generate
the new matchiline written into CAM. New matchiline
= old matchlines | new content. Use the entry key as
write address, write this new matchiline into the CAM.
At the same time, write the corresponding value into
value store at the write index. Set the corresponding bit
in the vld bitmap to ‘0’ to indicate the address is now in
use.

Fig. 7 State structure across EM pipelines.

• Query: During a query, the key is used as the read
address to read thematchlines stored inCAM.Apriority
encoder is used to encode thematchlines and obtain the
matching index. If the address space is in use, read the
corresponding value stored in this address space from
the value store.

• Delete: After completing the query operation, clear the
content of corresponding bit in matchlines at the key’s
address in CAM and also clear the content at the cor-
responding index of the value store. Set corresponding
bit in bitmap to ‘1’, indicating that it can be used again.

3.4 State Structure across Pipelines

In addition to entry structure stored in EM table, a custom
data structure is maintained and transferred among pipelines
to record the status and data path of each operation, here we
call it state structure. As shown in Fig. 7, this state structure
has a length of 8 bits, and each sub-field is defined as follows:

• [ 0 ]: Succeed – Indicates whether the operation of an
entry is successful. It is set to 1 if the entry has been
successfully inserted or if a query has been successful.

• [2:1]: Option Code – Specifies the operations to be
performed on this entry. 2’b00 indicates no operation,
2’b01 indicates insertion, 2’b10 indicates deletion, and
2’b11 indicates query.

• [6:3]: Pipeline State – A 4-bit bitmap represents the
status ofwhether pipelines or tables have been accessed.
1’b0 indicates that the table has been accessed, and
1’b1 indicates that table has not been accessed. For
example, 4’b1011 indicates that the entry is entered
from Pipe 2 and the table in Pipe 2 has been accessed.
If further access is needed, the next step is to jump to
Pipe 3 → Pipe 0 → Pipe 1 for access until operate
succeed or all pipelines have been accessed. For table
entries that have not been successfully operated in hash
tables, this field will be restored to its initial state of
4’b1111 before entering CAM tables.

• [ 7 ]: To CAM - Determines whether to insert an entry
into the CAM when insertion fails in all hash tables.
1’b0 means the entry can be directly discarded when
insertion fails in hash tables, while 1’b1 means the
entry should still be inserted into the CAM if needed.

As a key is queried or a Key-Value is inserted into the
EM, the hash table or CAM table performs the operation
based on its Option Code. If the current pipeline executes
successfully, it directly jumps out of the table and enters the
Reordermodule. Otherwise, if there is another pipeline table
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that has not been accessed according to the Pipeline State, it
continues to jump to the next pipeline table for corresponding
operation.

Once the hash table or CAM table of each pipeline
completes its operation, it modifies the corresponding bit in
thePipeline State of the pipeline for that pipeline and updates
the Succeed bit based on the operation success. Additionally,
Reorder would control the exit time of each entry according
to its Pipeline State, which ensures the processing latency of
each entry is equal.

For a query entry, the state structure is propagated along
the query entry until the matching result gets used. However,
when inserting an entry, once the insertion is successful, the
structure will not propagate backwards further.

3.5 Rearrange Out-of-Order

According to the previous design, when an entry completes
the query operation in a hash table set or a CAM table,
it will carry its state structure away from the table to allow
more new entries to access thematching table for processing.
Since each entry may not need to access all hash table sets
or CAM tables, the operation latency vary from entry to
entry. This would result in out-of-order and congestion at the
out-ports of the EM table. Additionally, in network packet
processing applications, it is usually necessary to maintain
packet sequence.

To ensure that the sequence of packets entering and leav-
ing the pipeline is not disrupted, and that the query latency of
each entry is consistent, a reordermodule is introduced to re-
store the order of processed entries and make corresponding
delay for each entry.

As shown in Fig. 8, there are four channels in reorder
module, and each corresponds to one channel in the EM
table. Taking the hash table as an example, each queried
entry carries its status structure from the current hash table
set into the reorder module. The parsing unit parses its
pipeline state field to find out which pipeline the entry enters
the matching table from and how many hash table set it has
been accessed. The module of path select dispatches the
matching result back the pipeline it entered. Then delay
select module selects an appropriate additional delay for
this entry and outputs it from the corresponding outport of
reorder module.

After being processed by the reordermodule, the query
latency of each entry is consistent and it is equal with the
worst-case delay, and the corresponding matching results
can still be returned to its own pipeline after cross-pipeline
lookups, which ensures the sequence of packets in each
pipeline in the later processing.

As illustrated in Fig. 9, the girds with the same color
enter into the table simultaneously, and the colored grid
means a key has completed its operation. For example, K1,
K2, K3 and K4 are all green because they all entered into the
EM table at the first time. K1 completed its operation in its
first table setH0, but K2, K3 and K4 not. They went through
2, 3 and 4 tables to complete the operation respectively. Then

Fig. 8 Architecture of reorder.

Fig. 9 Timeline of reorder operation.

they entered the reorder module from the channel which they
complete operation. After reordering, these four keys exited
the EM table simultaneously.

The keys entered from a same pipeline also keep their
sequence after reordering. K4, K7 and K9 entered from
H3 table set at different time. Although they have different
processing latency in hash tables, they still maintain their
sequence after reordering.

4. Analysis

Here we analyze the hash collision rate, the capacity CAM
required and the issue of consistency. Table 1 lists the vari-
able abbreviations that will be used later and their meanings.

4.1 Hash Collision Rate

There are P hash table sets in the entire EM table, and each
hash table set containsM hash table blocks with the depth of
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Table 1 Tabel of abbreviation.

Fig. 10 Simulation results under different hash table block’s number and
depth. (a) The number of entries inserted into hash tables successfully. (b)
The number of failed entries which are not inserted into hash tables. (c)
The utilization rate of the entire hash table. (d) The collision rate of the
entire hash table.

HD. Hence, there are P×M hash table blocks. We simulated
the hash collision rate under different hash table block’s
number and depth. The probability of each key hashing
to a particular location is uniform [21], so uniform random
function acts as hash function unit to generate insert index
in simulation. 1000 simulation experiments were conducted
for each case and calculated the mean value. In each time,
P × M × HD entries are inserted into the hash tables.

The simulation results are shown in Fig. 10. The
Fig. 10(a) shows the number of successful inserted entries
and Fig. 10(b) shows the number of failed entries under
different table numbers and different table depths, which
provide us a reference to choose the depth of CAM under
different cases. It can be seen from Fig. 10(c) and Fig. 10(d)
that with the increase of the number of hash table blocks,
the hash table utilization rate (load factor) would increase
and the collision rate would decrease. When the number of
entries inserted into all hash tables is the same as the total
number of address spaces in hash tables, the collision rate
of entire hash table is almost unaffected by the depth of each
hash table block, but mainly determined by the number of
hash table blocks. When the number of hash table blocks

exceeds 64, the hash collision rate drops below 1%.

4.2 CAM Capacity

Assuming that the hash collision rate is Rcollison, there are
P hash table sets, and each hash table set has M hash table
blocks with the depth of HD. Then there are Hdepth (=
P × M × HD) address spaces in the entire hash table. After
inserting Hdepth entries into hash tables, there would be
Ncollison (= Rcollison × Hdepth) entries cannot be inserted
into the hash table finally.

Hence, the capacity of CAM Cdepth required should be
equal the number of conflicted entries.

Cdepth = Ncollision = Rcollision × (P × M × HD). (2)

The CAM on each channel should be CD, and

CD =
Cdepth

P
. (3)

4.3 Consistency

Due to the latency in hash computation and SRAM
read/write operations, there are two extreme scenarios where
consistency issues may occur: (i) a queried key is the same
as an inserting key; (ii) in a hash table set, a key is being
inserted, the new inserted key takes the insert address of the
inserting key as its candidate address.

For the former, if the same search key accesses the
matching table during the writing process of an entry, it may
result in incorrect query results. For the latter, the status
of the inserted address is updated to the occupied state only
after the entry is inserted completely. During this insertion
period, the address space is still considered to be selected
for subsequent insert entries, which may lead to a collision
between two entries when selecting an address.

However, the probability and impact of these two sce-
narios are negligible. Firstly, compared with query opera-
tion, insertion operation is generally infrequent. Moreover,
it is extremely rare for multiple collisions of a single address
to occur in such a vast depth of table, especially within a very
short period of time. The first case has been discussed to
be negligible in prior work [10]. In the second case, entries
can be inserted from different pipelines in the way of round-
robin, or new entries can be inserted after confirming that
the previous entry has completed the insertion operation.

5. Implementation and Evaluation

5.1 Implementation

We implement our design on a Alveo U250 [22] FPGA
device, which has 1,728,000 LUTs, 3,456,000 Flip-flops,
2688 BRAM36Kmemory blocks and 1280 URAMmemory
blocks. In order to make a trade-off between latency and
throughput, the EM table has a total of 4 channels in our
implementation, each channel has a hash table set and an



394
IEICE TRANS. COMMUN., VOL.E107–B, NO.5 MAY 2024

auxiliary CAM based EM. Each hash table set has 64 hash
table blocks with a depth of 4K. Based on the hash collision
rate, it can be determined that 4K CAM entries are sufficient
to store the collision entries of the hash table. Therefore, the
CAM depth of each pipeline is 1K. The total EM can store
1048K (4*64*4096=1048576) entries.

5.2 Memory Utilization

The SRAM storage resources on FPGA are independent
units, and each SRAM unit must be used by block. We
utilized URAMs to implement hash table and transposed
BRAMs to implement CAM. Here, each URAM block is
configured as a 4K*72b SRAM and each BRAM36K block
is configured as a 512*72b SRAM. The symbol of d∗e rep-
resents rounding up.

The number of URAMs used by each hash table block
is

HT BUN =
⌈

HD
4096

⌉
×

⌈
K + V + 1

72

⌉
. (4)

The number of URAMs used by each hash table set is

HTSUN = M ×
(⌈

HD
4096

⌉
×

⌈
K + V + 1

72

⌉)
. (5)

The number of BRAM36Ks used by each CAM based
EM table is

CAMBN =

⌈
K

log512
2

⌉
×

⌈
CD
72

⌉
+

⌈
CD
512

⌉
×

⌈
V
72

⌉
. (6)

The total memory blocks consumed by the entire EM
table is TUN URAM blocks and TBN BRAM36K blocks, in
which

TUN = P ×
(
M ×

(⌈
HD
4096

⌉
×

⌈
K + V + 1

72

⌉))
, (7)

and

T BN = P ×

(⌈
K

log512
2

⌉
×

⌈
CD
72

⌉
+

⌈
CD
512

⌉
×

⌈
V
72

⌉)
. (8)

Table 2 shows the resource utilization for different
widths of key and value in our implementation. In entire
EM Tables, there are totally 1048K address spaces in hash
tables and 4K address spaces to store conflicted entries in
CAM-based EM tables. In general, the logical resource oc-
cupation remains within a reasonable range, which reserves
enough resource and frequency space for the implementa-
tions of other on-board applications. The utilization of stor-
age resources is directly proportional to the width of keys or
values. However, in some cases, because of the SRAMmust
be used in the unit of an entire block, there may be storage
waste, which is inevitable in FPGA implementations. In ad-
dition, when the depth of a matching table remains constant,
increasing the width may lead to a decrease in achievable

Table 2 Resource utilization of 1048K entries exact matching table on
U250 FPGA.

frequency. This is because increasing the width requires
more on-board resources and may result in more complex
routing and longer signal propagation paths. This increases
wire delay and limits the operating frequency of the entire
matching table.

5.3 Performance Evaluation

For each hash table set, its collision rate is rcollison, which
alsomeans the probability of transferring fromone hash table
set to its adjacent channel after the insertion failure. As can
be seen from Fig. 10(d), when there are a larger number
of hash table blocks, almost all entries can be successfully
inserted into its first hash table set. Taking an example when
each hash table set has 64 hash table blocks (i.e., M=64),
the collision rate rcollison is approximately 0.00785, which
means the entries rarely moves to other channels to insert.
Hence, the speed of insertion would be effectively enhanced
by multiple parallel pipeline channels.

For queries, the total number of address spaces in each
hash table set is equal, so the depth of each hash table set is 1

P
of the entire table (here do not consider the minimal number
of entries in CAM), and the probability of a successful query
for each table entry in the current table is 1

P . On average,
the expected number of hash table sets to be queried for each
table entry can be denoted asEp. Therefore, in average cases,
it is equivalent to having P

Ep channels working in parallel in
our EM table.

The expected number of tables to be queried for each
entry is

Ep =
1
P
+ 2

1
P

(
1 −

1
P

)
+ · · · + i

1
P

(
1 −

1
P

) i−1
+ · · ·

+ (P − 1)
1
P

(
1 −

1
P

)P−2
+ P

(
1 −

1
P

)P−1
, (9)

=

P−1∑
i=1

(
i
P

(
1 −

1
P

) i−1
)
+ P

(
1 −

1
P

)P−1
. (10)
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Fig. 11 Throughput under different EM configuration. (a) Throughput
of operations. (b) Throughput of packets with length of 64B.

For the entire EM table, although each operation has a
certain latency, both insert operations and query operations
are pipelined. Therefore, the EM table can do P

Ep opera-
tions per clock cycle on average. Therefore, the operation
throughput of the EM table is

Operation T hroughput =
P

E p
∗ Freq. (11)

For packets, the theoretical throughput that can be
achieved is

T hroughput =
P

E p
∗ Freq ∗ (Pkt Len + 20)B. (12)

The additional 20 bytes are the extra overhead of packet
transferring in network, which includes: 12 bytes inter frame
gap (IFG) which is the minimum frame gap of Ethernet pack-
ets (IEEE 802.3), 7 bytes preamble for clock synchronization
and 1 byte start of frame delimiter (SFD) for identifying the
start of the frame.

In our implementation, the number of pipelines is 4.
When P is 4, E p(P = 4) ≈ 2.73, and P

Ep ≈ 1.46. Therefore,
the EM table can handle 1.46 operations per clock cycle on
average. According to the implementation frequency of EM
in Table 2, we can calculate the operation throughput and
supported packet throughput of EM table in different cases.

Figure 11 shows the number of query operations that
EM can handle per second and the corresponding 64B packet
throughput under different conditions. A smaller EM table
is easy to achieve higher throughput because it could reach a
higher working frequency. Overall, the entire EM table can
process more than 200 million of operations per second, and
can reach a throughput of about 125 Gbps for 64B packets.

6. Related Work and Discussion

Exact matching table is a research hotspot and is widely used
in database, key-value store and packet classification etc.,
and hash-based exact matching table is a mainstreammethod
on FPGA implementation. Researchers mainly focusing on
scale expansion, hash collision handling and throughput en-
hancement of hash table on FPGA, which are also our main
work in this paper.

With the continuous expansion of the network scale, the
size of the matching table is also increasing. Although hash
table is a storage efficient structure, the implementation of
huge matching tables on FPGA would still encounter prob-
lems such as implement difficulties, resource constraints,
and frequency reduction etc. Besides this, solving the hash
collision problem is one of the key challenges to achieve
accurate matching tables. Researchers use different meth-
ods to reduce collisions, such as using better hash functions,
open addressing methods, chain methods, etc. Implement-
ing collision resolution algorithmonFPGAneeds to consider
the balance between hardware resource utilization efficiency
and throughput. To increase throughput, the researchers
explored a variety of approaches. For example, parallel ac-
cess is achieved by querying and manipulating multiple hash
buckets in parallel.

Y.Z. Li [16] proposed a non-collision hash scheme us-
ing bloom filter (BF) and CAM to ensure that each lookup
accesses memory at most once. An additional CAM is used
to store the conflicting entries of hash table. And a bloom
filter to pre-detect if an entry is in hash table ensures that
each lookup accesses hash table or CAM at most once. It
achieves better worst-case performance and has greater flex-
ibility to quickly insert or query entries. However, bloom
filter has some problems such as the difficulty of deleting,
and it consumes a lot of resources when implementing a
large matching table, which is not feasible in practice.

M. Sha [5] proposed to solve the cuckoo hash conflicts
by using a set of distributed RAM as auxiliary storage, which
is actually a small CAM implemented by distributed RAMs
and registers. However, it has limited scalability especially
under a bigger depth requirement ofCAMwhen thematching
table has huge depth. Additional, there may be uncertainty
in the insertion time in this design because of the cuckoo
hashing and the entries in extended table may be rewritten
back into the hash table.

Yang et al. [10] proposed FASTHash to optimize hash
table throughput through multiple parallel pipeline designs.
In this design, it carries out memory replication on each
pipeline, which means the tables in each pipeline are the
same. Although it improves the throughput of the hash table,
it consumes great storage resources to store the same rules
multiple times, and it is infeasible to do memory replication
on resource-limited FPGA when the size of the matching
table is very huge. In addition, although the design reserves
multiple slots for each address space to avoid hash colli-
sion, it does not solve the hash conflict more thoroughly. In
some cases, there will still be entries that cannot be inserted
successfully.

Salvatore Pontarelli Pedro Reviriego et al. [11] com-
pared serial, parallel and parallel-pipeline hash table imple-
mentations, and proposed parallel d-pipeline implementa-
tion which increases the throughput by accessing the tables
in parallel. However, the hash collision in cuckoo hashing
does not further be solved in this design.

W.Q. Wu et al. [12] introduced CAM into d-Pipeline to
address hash collision further and kept the high throughput
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Table 3 Comparison with other methods.

of parallel hash tables. However, the structure has only one
CAM unit after multiples hash tables. When load factor of
hash table is high, the insertion of hash table is difficult and
multiple conflicted entries need to access CAM simultane-
ously. Moreover, the CAM it used needs 16 clock cycles
to finish a write operation. Limited by the writing speed of
CAM, if there is entry to be written to CAM, the hash table
needs to stall and wait its completion. The CAM cannot be
adapted to the parallel hash tables with high throughput. In
addition, the out-of-order problem is not considered in the
design, and it is not applicable in some scenarios that require
the sequence of network packets.

Table 3 shows the comparison of our work with exist-
ing methods. Based on resource considerations, we did not
adopt the bloom filter in our design like BF-HASH-CAM
[16]. Compared to [5], it does not replace the existing en-
try in insertion when collision occurs in our design, which
avoids the uncertain insertion latency caused by cuckoo hash-
ing. By sharing the rule matching table among multiple
pipeline channels, our method avoids storage replication in
FASTHash [10] and improves throughput. At the same time,
the load factor is enhanced by increasing the number of hash
table blocks, and hash conflicts are handled by auxiliary
CAM units. In addition, for the network packet processing
scenario, this paper specially considers the out-of-order re-
covery in the multiple parallel pipeline channels, which is
not considered in the design of d-Pipeline [11] and [12].

Actually, there are several dedicated SmartNICs prod-
ucts or solutions to offload SDN packet processing these
years, such as Nvidia’s ConnectX series [23], Xilinx’s Alveo
U25 [24] and SN1000 [25] SmartNICs, Microsoft’s Blue-
bird [26] etc. The proposed matching table is an platform-
independent module, it could be embedded into these sys-
tems to support SDN packet processing as well.

7. Conclusions

In summary, this paper presented a large-scale high-
throughput collision-free EM table which shares rule ta-
bles and with out-of-order recovery among multiple parallel
pipelines for the network packet application based on FPGA.
By multiple channels working parallelly and sharing their
rule tables, the throughput of the entire table is increased by
about 1.5 times without storage replication. All matching
results would be reordered to ensure the operation sequence
and the constant processing latency in each pipeline. More-
over, it reduces the collision rate through multiple hash table
blocks, and stores conflicted entries into auxiliary CAM ta-

bles.The implemented exact match table supports 200 mil-
lion query operations per second, which is enough to support
exceeding 100 Gbps throughput even for 64B packets.
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