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A Lightweight Graph Neural Networks Based Enhanced Separated
Detection Scheme for Downlink MIMO-SCMA Systems∗
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SUMMARY The combination of multiple-input multiple-output
(MIMO) technology and sparse code multiple access (SCMA) can sig-
nificantly enhance the spectral efficiency of future wireless communication
networks. However, the receiver design for downlink MIMO-SCMA sys-
tems faces challenges in developing multi-user detection (MUD) schemes
that achieve both low latency and low bit error rate (BER). The separated
detection scheme in the MIMO-SCMA system involves performing MIMO
detection first to obtain estimated signals, followed by SCMAdecoding. We
propose an enhanced separated detection scheme based on lightweight graph
neural networks (GNNs). In this scheme, we raise the concept of coordinate
point relay and full-category training, which allow for the substitution of the
conventional message passing algorithm (MPA) in SCMA decoding with
image classification techniques based on deep learning (DL). The features
of the images used for training encompass crucial information such as the
amplitude and phase of estimated signals, as well as channel characteristics
they have encountered. Furthermore, various types of images demonstrate
distinct directional trends, contributing additional features that enhance the
precision of classification by GNNs. Simulation results demonstrate that
the enhanced separated detection scheme outperforms existing separated
and joint detection schemes in terms of computational complexity, while
having a better BER performance than the joint detection schemes at high
Eb/N0 (energy per bit to noise power spectral density ratio) values.
key words: MIMO-SCMA, multi-user detection (MUD), bit error rate
(BER), deep learning (DL)

1. Introduction

1.1 Background

With the rapid development of the internet of things (IoT) [1],
the demands placed on next generation wireless communica-
tion networks have become increasingly rigorous, requiring
higher spectrum efficiency, reduced latency, and improved
communication quality. While orthogonal multiple access
(OMA) techniques have been successful in previous com-
munication eras bymitigating inter-user interference through
the allocation of orthogonal resource elements (REs) [2], the
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scarcity of spectrum resources driven by the pursuit of high
throughput makes it challenging to rely solely on OMA tech-
niques for resolution. The advent of non-orthogonalmultiple
access (NOMA) technology has revitalized the field of mul-
tiple access techniques, allowing for the transmission of sig-
nals from different users on the same RE, thereby increasing
the overloading factor of REs to users and effectively allevi-
ating the strain on limited spectrum resources [3].

Sparse code multiple access (SCMA) technology, as
one of the various NOMA techniques, employs combina-
tions of sparse code vectors, enabling simultaneous recep-
tion and decoding of multi-user signals [4]. This reduces
the complexity of NOMA based systems while providing
excellent anti-interference performance due to the high mu-
tual information between different user signals. Multiple-
input multiple-output (MIMO) technology, which utilizes
spatial multiplexing, is another crucial technique for enhanc-
ing spectrum efficiency in next generation wireless commu-
nication networks [5].

In this context, MIMO-SCMA holds great promise in
further improving spectrum efficiency, which is a primary
reason for the sustained interest of the academic community
in this field [6].

1.2 Related Work and Motivation

MIMO-SCMA is a technology that utilizes codebooks to
map user data into multidimensional sparse codewords for
transmission via multiple antennas. In order to improve
the performance of MIMO-SCMA systems, a large-scale
codebook optimization algorithm was proposed by [7]. Ad-
ditionally, the design of the receiver plays a critical role
in determining the performance of MIMO-SCMA systems.
Separated detection algorithms, which combine MIMO de-
tection algorithms [8] and SCMA detection scheme (mes-
sage passing algorithm (MPA) [9]), suffer from inferior bit
error rate (BER) performance and have a high computa-
tional complexity. To enhance the decoding performance, a
joint sparse graph-detector that integrates the single graph
of MIMO channels and SCMA codewords was proposed in
[10]. However, while this technique effectively reduces the
BER, it does not exhibit a significant decrease in compu-
tational complexity. Building upon the ideas presented in
[10], [11] introduced two innovative low-complexity detec-
tors based on an extended MIMO-SCMA factor graph for
downlink MIMO-SCMA systems. The experimental results
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indicated that, while there was a noticeable reduction in
computational complexity, there was a slight decline in BER
performance. Therefore, existing separated and joint detec-
tion schemes do not achieve a balanced trade-off between
computational complexity and BER performance.

Deep learning (DL) has become a widely utilized tech-
nology across various domains. In the SCMA systems, re-
searchers in [12] applied DL to the receiver and developed
a decoder with lower computational complexity than MPA
while achieving a comparable BER performance. Building
upon this work, [13] proposed an automatic encoder-decoder
based on deep neural networks (DNNs) specifically designed
for SCMA systems, demonstrating even lower computational
complexity and superior BER performance. However, it is
worth noting that these DL based SCMA decoders did not
take into consideration the integration of SCMAwithMIMO
technology. [14] presented a DL based network model for
application in the MIMO detection, thereby advancing the
development of DL based MIMO-SCMA systems.

In this paper, we directly employ DL techniques for
downlink MIMO-SCMA systems, and propose an enhanced
separated detection algorithm based on lightweight graph
neural networks (GNNS). We propose the concept of coor-
dinate point relay, which maps the amplitude and phase of
the estimated signal obtained by MIMO detection and the
channel characteristics it have experienced into a K-point
polyline graph with trend features. The differences in types
of K-point polyline graphs can be ultimately attributed to the
differences in the corresponding transmission symbol com-
binations. TheGNNs all adopt the samemodifiedMobileNet
architecture [15]. Furthermore, we propose the concept of
full-category training, where the utilized image dataset for
the training process encompasses all categories of K-point
polyline graphs, in contrast to the random training approach
in [12]. This ensures a more scientific and rigorous training
process. Our proposed scheme surpasses existing separated
and joint detection schemes in terms of computational com-
plexity, while achieving a better BER performance than the
joint detection schemes across the high Eb/N0 (energy per
bit to noise power spectral density ratio) values.

1.3 Contributions

• Wepropose the concept of coordinate point relay, which
allows us to generate K-point polyline graphs with trend
features for training purposes. The eigenvalues of the
K-point polyline graphs contain crucial information, in-
cluding the amplitude and phase of estimated signals, as
well as channel characteristics. Additionally, different
types of K-point polyline graphs exhibit diverse trend
directions, providing extra features that aid in accurate
classification by the GNNs.
• We propose the concept of full-category training,
whereby the employed image dataset for training com-
prises all distinct categories of K-point polyline graphs.
This approach guarantees a more methodical and rigor-
ous training process, lending greater scientific validity

to our study.
• Our proposed algorithm presents a novel research per-
spective by combining traditional communication and
computer vision techniques. This approach offers a
fresh insight into multi-user detection (MUD) in the
downlink MIMO-SCMA system, by replacing the role
of the MPA at the SCMA receiver with image classi-
fication techniques based on lightweight GNNs. Ad-
ditionally, our algorithm balance both computational
complexity and BER performance. In comprehensive
evaluations, it demonstrates superior performance com-
pared to existing separated and joint detection schemes.

1.4 Organization

The remainder of this article is organized as follows. Sec-
tion 2 introduces the downlinkMIMO-SCMA systemmodel.
Section 3 introduces the conventional separated detection
scheme, and describes our lightweight GNNs based en-
hanced separated detection scheme (LG-ESDS) in detail.
Section 4 presents and evaluates the simulation results. Fi-
nally, Sect. 5 presents the conclusions.

2. Downlink MIMO-SCMA System Model

Figure 1 illustrates a downlink MIMO-SCMA system with
J independent users multiplexed over K orthogonal REs,
achieving an overloading factor of λ = J/K . In this sys-
tem, the base station is equipped with Nt transmit anten-
nas, while each user is equipped with Nr receive antennas.
For the nt -th antenna of user u, where nt = 1,2, . . . ,Nt

and u = 1,2, . . . , J, the input log2 (M) binary bits bnt
u are

mapped into a K-dimensional complex codeword xntu =[
xnt
u,1, x

nt
u,2, . . . , x

nt
u,K

]T
, which is selected from the known

corresponding SCMA codebook Cnt
u ∈ CK×M with size

M . Based on the size of the codebook, each user can be
considered to have M possible transmission symbols (e.g.,
0,1, . . . ,M−1). Therefore, at the nt -th antenna, the transmit-
ted overlapping codeword corresponding to the transmission
symbols combination (TSC) of J users can be represented

Fig. 1 Architecture of downlink MIMO-SCMA system with J = 6, K =
4, M = 4, Nt = 2, and Nr = 2.



370
IEICE TRANS. COMMUN., VOL.E107–B, NO.4 APRIL 2024

as

xnt =
J∑

u=1
xntu . (1)

The received signal at the nr -th antenna of user j, where
j = 1,2, . . . , J and nr = 1,2, . . . ,Nr , can be expressed as

ynrj =
Nt∑
nt=1

diag
{
hnr ,nt
j

}
xnt + nnr

j , (2)

where hnr ,nt
j =

[
hnr ,nt
j ,1 , hnr ,nt

j ,2 , . . . , hnr ,nt
j ,K

]T
represents the

channel gain vector between the nt -th antenna of base
station and the nr -th antenna of j-th user, and nnr

j =[
nnr
j ,1,n

nr
j ,2, . . . ,n

nr
j ,K

]T
is the additive white Gaussian noise

(AWGN) with zero mean and variance σ2
nr
. By stacking the

signals at all Nr receive antennas together, we can obain the
received signal yj of user j, which can be expressed as

yj =

Nt∑
nt=1

J∑
u=1

diag
{
hnt
j

}
x̃ntu + nj, (3)

where

yj =

[(
y1
j

)T
,
(
y2
j

)T
, . . . ,

(
yNr

j

)T ]T
,

hnt
j =

[(
h1,nt
j

)T
,
(
h2,nt
j

)T
, . . . ,

(
hNr ,nt
j

)T ]T
,

x̃ntu =
[ (

xntu
)T
,
(
xntu

)T
, . . . ,

(
xntu

)T ]T
,

nj =

[(
n1
j

)T
,
(
n2
j

)T
, . . . ,

(
nNr

j

)T ]T
. (4)

3. Separated Detection Scheme for Downlink MIMO-
SCMA System

In Sect. 3.1, we commence by introducing the concept of
conventional separated detection algorithm. Following that,
we present a comprehensive and detailed exposition of our
novel LG-ESDS in Sect. 3.2.

3.1 Conventional Separated Detection Algorithm

Figure 2 illustrates the architecture of the conventional sepa-
rated detection algorithm, depicting four distinct categories
of nodes. These categories include RA nodes representing
the receive antennas, TA nodes denoting the transmit anten-
nas, R nodes embodying the REs, and U nodes signifying the
users. The conventional separated detection algorithm refers
to a two-step process, involving MIMO detection followed
by MPA decoding of the estimated signals obtained from
MIMO detection. During this process, MIMO detection
and MPA decoding are performed independently. However,
MPA necessitates numerous iterative loops, which hinders

Fig. 2 Architecture of conventional separated detection algorithm with J
= 6, K = 4, M = 4, Nt = 2, and Nr = 2.

meeting the low latency requirements of modern communi-
cation systems. Moreover, MPA relies on continuous mes-
sage exchange between R nodes and U nodes, resulting in
the transmission and reception of both relevant and irrele-
vant information. This makes it difficult to directly exploit
the effective information of the estimated signals. In light of
this, we propose the LG-ESDS for MIMO-SCMA systems.

3.2 LG-ESDS

In Sect. 3.2.1, we provide an introduction to the MIMO de-
tection algorithm: minimum mean square error (MMSE)
detectionn algorithm [8], which is utilized in our proposed
LG-ESDS. In Sect. 3.2.2, we provide a detailed description
of the concept of coordinate point relay, which enables the
replacement of MPA in SCMA decoding with GNNs based
image classification technology. Moving to Sect. 3.2.3, we
propose the concept of full-category training to enhance the
scientific and rigorous nature of the training process. Then,
we elucidate the logical derivation for optimizing GNNs pa-
rameters. Section 3.2.4 focuses on the experimental setup
and parameter configuration employed in our simulation ex-
periment. We present the model parameters of the MIMO-
SCMA system used and describe the specific structure of the
GNNs. Moreover, we outline the parameter settings of our
proposed LG-ESDS. While the detection scheme we have
proposed can be applied to larger MIMO-SCMA systems, it
is important to note that the design of codebooks for such
systems falls outside the scope of our study. Therefore,
we consider a downlink MIMO-SCMA system where differ-
ent transmit antennas employ the same mapping codebook.
Based on this, we only need to clarify how our proposed LG-
ESDS helps user j retrieve his own information transmitted
by the antenna nt .

3.2.1 MMSE Detection Algorithm

Based on Eqs. (3), a more simplified representation of yj can
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be achieved as

yj = Hjx + nj, (5)

where Hj =
[
h1
j ,h

2
j , . . . ,h

Nt

j

]
is the MIMO channel ma-

trix, x =
[ (

x1)T , (x2)T , . . . , (xNt
)T ]T

, and nj is the complex
Gaussian noise vector at j-th user with zero mean and vari-
ance σ2.

The fundamental principle of the MMSE algorithm is
to minimize the expected value of the mean square error be-
tween the estimated signal and the actual transmitted signal
[8]. Mathematically, this can be expressed as follows:

FMMSE = arg min
F

E
Fyj − x

2
, (6)

where FMMSE is defined as the objective function of the
MMSE algorithm. According to the principle of orthogo-
nality, we can derive

E
{(

FMMSEyj − x
)
yH

}
= 0, (7)

where yH is the conjugate transpose of yj . By combin-
ing Eqs. (5) and (7) and employing the principle of matrix
inversion, we can obtain the simplified expression

FMMSE =
(
HH

j Hj + σ
2IK

)−1
HH

j , (8)

where HH
j is the conjugate transpose of Hj , and IK is a K-

dimensional identity matrix. Therefore, the estimated signal
e obtained through the MMSE algorithm can be represented
as

e = FMMSEyj =
(
HH

j Hj + σ
2IK

)−1
HH

j yj, (9)

where e =
[ (

e1)T , (e2)T , . . . , (eNt
)T ]T

, and ent =[
ent1 , e

nt
2 , . . . , e

nt
K

]T represents the estimated value of the sig-
nal transmitted by the antenna nt .

3.2.2 Coordinate Point Relay

The realization of the coordinate point relay is accomplished
in the PyTorch environment, utilizing the matplotlib module
[16]. Wemap the first component, ent1 , of ent , including both
the real and imaginary parts (i.e.,Re

(
ent1

)
and Im

(
ent1

)
), onto

a Cartesian coordinate system, resulting in the coordinate
point c1, which can be expressed as

(X1,Y1) =
(
Re

(
ent1

)
, Im

(
ent1

) )
, (10)

where (X1,Y1) represents the coordinate of c1. Based on this,
we can obtain the corresponding point c2 in the Cartesian
coordinate system for the second component, ent2 , of ent ,
that can be expressed as

(X2,Y2) = (X1,Y1) +
(
Re

(
ent2

)
+ RF, Im

(
ent2

) )
,

Re
(
ent2

)
+ RF > 0, (11)

where (X2,Y2) represents the coordinate of c2, Re
(
ent2

)
and

Im
(
ent2

)
represent the real and imaginary parts of ent2 , and

RF is the rightwalk factor (RF), which is a novel concept
proposed by us, ensuring that c2 lies to the right of c1. Simi-
larly, we can obtain the corresponding points in the Cartesian
coordinate system for the remaining K − 2 components of
ent . This can be expressed as

(Xz+1,Yz+1)= (Xz,Yz)+
(
Re

(
ent
z+1

)
+RF, Im

(
ent
z+1

))
,

(12)

where (Xz+1,Yz+1) represents the coordinate of cz+1 (z =
2,3, . . . ,K − 1), (Xz,Yz) represents the coordinate of cz ,
Re

(
ent
z+1

)
and Im

(
ent
z+1

)
represent the real and imaginary

parts of ent
z+1, and RF satisfies

Re
(
ent
z+1

)
+ RF > 0, (13)

where RF guarantees that cz+1 is positioned to the right of
cz . For a receiver with perfect channel state information
(CSI), the channel characteristic hnr ,nt

j is calculated instan-
taneously in real-time to evaluate the characteristics of the
channel. The module matplotlib.colors and the colormap
class in matplotlib allow for mapping floating-point numbers
in the range of 0 to 1 to color values. Leveraging this capabil-
ity, we can define the color value for the ck (k = 1,2, . . . ,K).
The floating-point number corresponding to the color value
of the ck is set as follows:

Nr∑
nr=1

sig
(���hnr ,nt

j ,k

���)
Nr

, (14)

where
���hnr ,nt

j ,k

��� represents the magnitude of hnr ,nt
j ,k

, and sig (·)
refers to the sigmoid activation function. By not dis-
playing the coordinate system and sequentially connecting
c1, c2, . . . , cK , with the connecting lines during this process
set to black, we obtain a K-point polyline graph with trend
features, as shown in Fig. 3. It is worth noting that, during
the process of handling the output of K-point polyline graph,
we have made efforts to retain only the relevant portion of
K-point polyline graph, thereby removing any excess blank
areas surrounding K-point polyline graph. A K-point poly-
line graph with excessively big size can result in increased
computational complexity for LG-ESDS, whereas a K-point
polyline graph with excessively small size may distort the
image. Therefore, the output format of the K-point polyline
graph is appropriately set as 3 * 32 * 32 by the figsize func-
tion [16], where “3” refers to the number of color channels
(i.e., red, green, and blue), and “32 * 32” specifies the size
of the image in terms of width and height in pixels.

The above represents the mapping process of a certain
K-point polyline graph. Considering J users, each with
M possible transmission symbols, there are a total of MJ

distinct types of K-point polyline graphs, corresponding to
the MJ types of transmission symbol combinations (TSCs).
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Fig. 3 Architecture of our proposed LG-ESDS with J = 6, K = 4, and M = 4.

The coordinate point relay can generate various types
of K-point polyline graphs, whose feature values include
crucial information required for decoding, such as the am-
plitude and phase of the estimated signals, as well as the
channel characteristics they have encountered. Additionally,
since the coordinate of ck+1 in the K-point polyline graph
are derived from ck , each type of K-point polyline graph ex-
hibits distinct trend features. RF ensures that the Euclidean
distance between the mapped coordinate points in the K-
point polyline graph is sufficiently large. This property is
beneficial for GNNs to differentiate between different types
of K-point polyline graphs.

3.2.3 Full-Category Training

In the MIMO-SCMA system, the overlapping codeword cor-
responding to the TSC transmitted by antenna nt is mapped
as a K-point polyline graph after MMSE detection and coor-
dinate point relay. Based on the one-to-one correspondence
between the types of TSCs and K-point polyline graphs,
we can obtain the corresponding type of K-point polyline
graph, by controlling the type of TSC transmitted by an-
tenna nt . The TSC corresponding to the K-point polyline
graph is treated as a J-bit M-ary number, which equals a
decimal value. And the decimal value is defined as the cat-
egory of the K-point polyline graph. This can be expressed
as follow

l =
J∑
j=1

mjMJ−j, (15)

where l is the category of the K-point polyline graph, mj

(m = 0,1, . . . ,M − 1) is the user j’s transmission symbol.
Unlike [12] which generates simulated data of TSCs

with random categories for training DNNs, our proposed
LG-ESDS adopts a full-category training approach. Specif-
ically, an equal proportion of each type of TSCs’ simulated
data is generated at the transmitter of the MIMO-SCMA
system, allowing GNNs to learn the features of all types
of K-point polyline graphs in a systematic manner. During
each communication process of generating the K-point poly-
line graph, we consider the dynamic changes of hnr ,nt

j and

perform real-time calculations accordingly to determine the
color value of ck .

In order to find the optimal Eb/N0 value for training,
we test the following scenarios in this paper.

• S: train the model using a Eb/N0 value of 6 dB
• M: train the model using a Eb/N0 value of 8 dB
• B: train the model using a Eb/N0 value of 10 dB

To classify a K-point polyline graph and predict the
log2(M) data bits for user j, we train the GNNs’ parameters
by minimizing the following loss function:

L (p,b) = −
MJ∑
i=1

bi log (pi), (16)

where function L (·) is the well-known cross-entropy loss,
p = [p1, . . . , pMJ ]

T is the output of GNNs’ softmax layer,
and b represents the corresponding one-hot label of the index
allocated by the class_to_idx function [16].

After successfully categorizing the K-point polyline
graph, user j maydetermine the associatedTSC since there is
a one-to-one correlation between the K-point polyline graph
and the TSC in categories. User j is able to recreate his own
original log2 (M) binary bits bnt

j after masking the transmis-
sion symbols of other users in the known TSC.

3.2.4 Model Configuration

In this letter, we consider a basic downlink MIMO-SCMA
system model with J = 6, K = 4, and M = 4. Regarding
the number of antennas, we also consider both cases of nt =
nr = 2 and nt = nr = 4 simultaneously. The components of
the channel gain vector hnr ,nt

j are modeled as independently
and identically distributed (i.i.d.) complex Gaussian random
variables with zero mean and unit variance. Each method in
this letter is using the same codebook provided by [17]. The
whole K-point polyline graph set has 2,048,000 samples.
The batch size is set to 64, and the number of iterations is set
to 400. In order to minimize the loss function in Eqs. (16),
we adopt stochastic gradient descent (SGD) optimizer [18],
in which the learning rate is set as 0.002 and the momentum
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Table 1 Structure of modified version of the MobileNet model.

Fig. 4 Left: standard convolutional layer with batchnorm and ReLU.
Right: depthwise Separable convolutions with depthwise and pointwise
layers followed by batchnorm and ReLU.

is set as 0.9. The colormap utilized in the experiment is jet
[16], and the value of RF is determined in Sect. 4.2.

A modified MobileNet [15] model has been adopted as
the GNN, and its architecture is shown in Table 1. In the
structure of the GNN, apart from the first layer of convo-
lutional layers which is a full convolutional, all other con-
volutional layers are depthwise separable convolutional lay-
ers. The distinction between depthwise separable convolu-
tional layers and standard convolutional layers is illustrated
in Fig. 4.

4. Analysis of Simulation Results

In Sect. 4.1, we identify the optimal Eb/N0 value for LG-
ESDS training. In Sect. 4.2, we determine the optimum
value of RF for generating the K-point polyline graphs. In
Sect. 4.3, we compare the performance of our LG-ESDS
with the conventional separated detection algorithm and the
joint detection scheme on BER over different MIMO chan-
nel configurations. In Sect. 4.4, We evaluate the computa-
tional complexity of our LG-ESDS, along with the conven-
tional separated detection algorithm and the joint detection
schemes over the 2×2 MIMO channel.

Fig. 5 Find the optimal Eb/N0 value for the training of LG-ESDS over
the 2×2 MIMO channel.

Fig. 6 Find the optimal Eb/N0 value for the training of LG-ESDS over
the 4×4 MIMO channel.

4.1 Choice of the Optimal Eb/N0 Value

Figure 5 and Fig. 6 show the BER performance of the LG-
ESDS over the 2×2 and 4×4 MIMO channels respectively,
after it has been trained using each of the aforementioned
scenarios. During the experiment, the value of RF is tem-
porarily set as 5. The simulation results demonstrate that,
in comparison to the alternative scenarios, M emerges as
the optimal training strategy. Therefore the Eb/N0 value for
training is set as 8 dB in the rest of this work.

4.2 Determination of the Optimum Value of RF

We run simulations for each of the following three scenarios
to determine the optimum value of RF, over the 2×2 and 4×4
MIMO channels respectively.

• RFS: set the value of RF as 4
• RFM: set the value of RF as 5
• RFB: set the value of RF as 6

As shown in Fig. 7 and Fig. 8, the simulation achieves the
greatest outcomes in scenarioRFM.Therefore, in LG-ESDS,
the value of RF is set as 5.

4.3 BER Comparison

Figure 9 and Fig. 10 compare the BER performance of our
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Fig. 7 Determine the optimum value of RF over the 2×2MIMO channel.

Fig. 8 Determine the optimum value of RF over the 4×4MIMO channel.

Fig. 9 BER comparison of MMSE+MPA, SMPA and LG-ESDS over the
2×2 MIMO channel.

LG-ESDS with the conventional separated detection algo-
rithm (MMSE+MPA) and the joint detection scheme (Se-
rial Schedule strategy based MPA (SMPA) [10]) over the
2×2 and 4×4 MIMO channels respectively. Our LG-ESDS
consistently outperforms MMSE+MPA (8 iterations) across
different Eb/N0 values, and also achieves lower BER than
SMPA (5 iterations) at high Eb/N0 values. It is notewor-
thy that when the value of Eb/N0 exceeds 6 dB, as Eb/N0
increases, the BER performance of LG-ESDS compared to
SMPA becomes more significant. This can be explained that
compared to other MIMO-SCMA decoding strategies, our
LG-ESDS does not require continuous message exchange
between R nodes and U nodes, it can directly utilize the ef-
fective information of the estimated signals. Furthermore,
our LG-ESDS exploits more features (the trend features of
the K-point polyline graphs), which is beneficial for image
classification.

Fig. 10 BER comparison of MMSE+MPA, SMPA and LG-ESDS over
the 4×4 MIMO channel.

4.4 Complexity Analysis

The computational cost of conventional convolution can be
expressed as follows:

Ks · Ks · Nin · Nout · D · D, (17)

where Ks × Ks is the kernel size, Nin denotes the number
of input channels, Nout represents the number of output
channels, and D × D is the output feature map size. The
computational cost of depthwise separable convolution can
be expressed as follows:

Ks · Ks · Nin · D × D + Nin · Nout · D × D (18)

And the computational cost of fully connected layer can be
expressed as follows:

Nn · Nc, (19)

where Nn is the number of neurons in the fully connected
layer, and Nc denotes the number of neurons in the output
layer.

The computational complexity of the MMSE detection
and the generation of the K-point polyline graph can be con-
sidered negligible compared to the computational complex-
ity of the convolutional computation. Based on Eqs. (17),
Eqs. (18), and Eqs. (19), we calculate the computational
complexity of our proposed LG-ESDS and compare it with
MMSE+MPA (8 iterations), SMPA (5 iterations), and im-
proved maximum distance MPA (IMDMPA (3 iterations))
[11], as illustrated in Fig. 11. Our LG-ESDS exhibits lower
computational complexity compared to the other three de-
coding strategies. It should be mentioned that in order to
reach performance convergence, different decoding strate-
gies may require varying numbers of iterations. In order
to ensure fairness in our comparison of computational com-
plexity, we fix the number of iterations for each strategy to
be the bare minimum needed to achieve performance con-
vergence. Although our adopted GNNs in comparison to
the original version of MobileNet has undergone significant
simplifications, the extreme similarity in the distribution of
the same type of K-point polyline graph features ensures that



CHEN et al.: A LIGHTWEIGHT GRAPH NEURAL NETWORKS BASED ENHANCED SEPARATED DETECTION SCHEME
375

Fig. 11 Computational complexity comparison ofMMSE+MPA, SMPA,
IMDMPA and LG-ESDS over the 2×2 MIMO channel.

our LG-ESDS can achieve the decoding performance illus-
trated in Sect. 4.3. It is worth mentioning that as the number
of antennas increases in the MIMO-SCMA system, the com-
putational complexity of various decoding algorithms also
significantly increases. In such cases, our LG-ESDS exhibits
even more pronounced advantages over other decoding al-
gorithms in terms of computational complexity.

5. Conclusion

We have proposed a lightweight GNNs based enhanced sep-
arated detection scheme to accomplish the multi-user de-
tection tasks at the receiver of the downlink MIMO-SCMA
systems. We have raised the concepts of coordinate point
relay and full-category training, which replacing the MPA
in SCMA decoding with GNNs based image classification
technology and offering a more methodical and rigorous
experimental approach. Our LG-ESDS achieves a balance
between computational complexity and BER performance,
outperforming other decoding algorithms.
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