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PAPER
Modulation Recognition of Communication Signals Based on
Cascade Network

Yanli HOU† and Chunxiao LIU†a), Nonmembers

SUMMARY To improve the recognition rate of the end-to-end modula-
tion recognition method based on deep learning, a modulation recognition
method of communication signals based on a cascade network is proposed,
which is composed of two networks: Stacked Denoising Auto Encoder
(SDAE) network and DCELDNN (Dilated Convolution, ECA Mechanism,
Long Short-Term Memory, Deep Neural Networks) network. SDAE net-
work is used to denoise the data, reconstruct the input data through encod-
ing and decoding, and extract deep information from the data. DCELDNN
network is constructed based on the CLDNN (Convolutional, Long Short-
Term Memory, Fully Connected Deep Neural Networks) network. In the
DCELDNN network, dilated convolution is used instead of normal convo-
lution to enlarge the receptive field and extract signal features, the Efficient
Channel Attention (ECA) mechanism is introduced to enhance the expres-
sion ability of the features, the feature vector information is integrated by
a Global Average Pooling (GAP) layer, and signal features are extracted
by the DCELDNN network efficiently. Finally, end-to-end classification
recognition of communication signals is realized. The test results on the
RadioML2018.01a dataset show that the average recognition accuracy of
the proposedmethod reaches 63.1% at SNR of−10 to 15 dB, compared with
CNN, LSTM, and CLDNN models, the recognition accuracy is improved
by 25.8%, 12.3%, and 4.8% respectively at 10 dB SNR.
key words: deep learning, modulation recognition, stacked denoising auto
encoder, CLDNN, dilated convolution, ECA mechanism

1. Introduction

Automatic Modulation Recognition (AMR) is a technology
that automatically recognizes the modulation type of un-
known signals in non-cooperative communication [1]. AMR
is widely used in military and civilian fields, such as in-
formation interception, interference recognition, electronic
countermeasures, and spectrum management [2]. There-
fore, AMR technology has been widely researched by do-
mestic and foreign scholars [3]. AMR methods can be di-
vided into two types: likelihood estimation-based methods
[4] and feature extraction-based methods [5]. In likelihood
estimation-based methods, the modulation recognition prob-
lem is represented as a multiple hypothesis testing problem.
By processing the signal through maximum likelihood esti-
mation, the likelihood ratio of each signal is compared with
a threshold to achieve signal modulation classification. Its
recognition rate is limited mainly because of the high com-
putational complexity. The modulation recognition method
based on feature extraction extracts typical features of dif-
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ferent signals from time and frequency domains, and its
recognition rate depends mainly on the extracted feature pa-
rameters. Traditional classifiers require human intervention
in feature extraction and have a weak feature learning ability,
resulting in a generally low recognition rate. To solve the
problem, in recent years, the academic community has used
deep learning technology to classify signal modulations [6].

O’SHEA et al. applied deep learning to the modula-
tion recognition field firstly, used IQ signals to train a lot of
neural networks, and selected appropriate neural networks
for modulation recognition, achieved higher recognition ac-
curacy than traditional methods [7]–[10]. M. Zhang et al.
combined the original IQ data with the calculated higher-
order cumulants to represent signals, used three convolu-
tional layers and one Long Short Term Memory (LSTM) for
training and classification, but all signals’ higher-order cu-
mulants need to be pre-calculated [11]. Y. Guo et al. used
signal cyclic spectra and deep autoencoders to complete the
recognition of FSK, PSK,ASK,MSK, andQAMsignals, but
required pre-processing to obtain each signal’s cyclic spec-
trum information [12]. D.Wang et al. used eye diagrams and
a Convolutional Neural Network (CNN) to recognize 4PAM
signals [13]. S. Peng et al. converted the signal constellation
to an RGB image and used CNN to recognize ASK PSK
and QAM signals, but all signals need to be pre-processed
into images [14]. Y. Wu et al. The LSTM network is used
to identify 11 IQ signals directly, loses part sequence in-
formation after passing through the convolutional layer, its
recognition accuracy is limited at low SNR [15]. T. Sainath
et al. proposed the CLDNN, which integrates CNN, LSTM,
and Deep Neural Networks (DNN) into one network and has
been widely used in solving speech recognition problems
[16]. Experiments have proved that the network can achieve
better results than single CNN, LSTM, and DNN networks.
The noise of an electromagnetic environment limits recog-
nition accuracy. Therefore, to further improve the accuracy
of signal modulation recognition, it is necessary to study the
method of adaptive noise reduction preprocessing of signals.

Therefore, this paper proposes a communication signal
modulation recognition method based on a cascade network.
Firstly, SDAE is used to denoise the data, and reconstruct
the input data through encoding and decoding, the network
weights and biases are adjusted constantly through the gradi-
ent descent algorithm to minimize the reconstruction error.
Secondly, the DCELDNN network is proposed based on the
CLDNN to extract signal features. Dilated convolution is
used to increase the receptive field and extract deep features
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Fig. 1 Cascaded network.

of signals. The ECA module is introduced to enhance the
expression ability of channel features. LSTM provides long-
term memory to model the time domain information and
DNN transforms the two dimension feature maps into one
dimension vectors to mitigate the impact of feature position
on classification results. Finally, the GAP layer is used to re-
place the Flatten layer for feature classification, the number
of parameters is reduced, and overfitting is prevented. The
Softmax layer outputs the classification results. Compared
to the current advanced AMR methods, simulation results
show that the proposed method can improve the recognition
rate of the communication signals.

2. Proposed Method

2.1 Cascaded Network

In this paper, To improve the recognition rate of methods
based on deep learning, a modulation recognition method
based on a cascade network is proposed, as shown in Fig. 1.
The model includes a denoising network SDAE and a fea-
ture extraction network DCELDNN. Firstly, the number of
samples of the input IQ signals is 1024. Referring to the
idea of image classification, corresponding to the width ×
height × channel in the image, IQ signals can be represented
as 1024 × 2 × 1. Secondly, IQ signals are inputted into the
SDAE network for noise reduction. Then the data after noise
reduction is transmitted to the DCELDNN network to com-
plete feature extraction. Finally, the Softmax layer realizes
classification, and the modulation mode of communication
signals is obtained.

2.2 Denoising Network Based on SDAE

To reduce the noise in the input data, SDAE [17] is used
as a denoising network and consists of two stacked Denois-
ing Auto Encoders (DAE) [18] together, as shown in Fig. 2.
Compared with the traditional Auto Encoder (AE) [19], the
DAE can improve the noise-polluted input data and increase
the robustness of the network. Each DAE consists of three
layers: an input layer, a hidden layer, and an output layer.
The input data with noise is transformed into a latent rep-
resentation in the hidden layer through encoding and then
transformed into output through decoding. The purpose is
to reconstruct the input data and extract the deep information.

An example of DAE1 assumes that the true signal X is
composed of N data samples and each sample consists of x1,
x2, . . . , xn. X ′ represents noisy input data. The hidden layer
feature vector set H composing of N feature vectors, and
each feature vector consisting of h1, h2, . . . , hn, where n is

Fig. 2 The structure of SDAE.

the number of components in each feature vector. Therefore,
the encoding relationship between X ′ and H is as follows:

H (X ′) = s f [W (X ′) + B] (1)

Where W and B are the weight matrix and bias matrix
respectively between the input layer and hidden layer. s f is
the activation function of the encoder.

The decoding operation is the inverse process of the en-
coding operation. The original input is reconstructed using
the hidden layer’s feature vector as the input vector. Let y be
the output data. The decoding relationship between H and
y is as follows:

y (X ′) = sg [W ′ [H (X ′)] + B′] (2)

WhereW ′ and B′ are the weight matrix and bias matrix
respectively between the hidden layer and output layer. sg is
the activation function of the decoder.

DAE1 achieves feature learning by minimizing the re-
construction error between the true signals X and the re-
constructed output data y(X ′), continuously adjusting the
network weights and biases using the gradient descent al-
gorithm to reduce the reconstruction error. Reconstruction
error L is as follows:

L [X, y (X ′)] =
1
n
‖X − y (X ′)‖2 (3)

After DAE1 is trained, the output data of the hidden
layer of DAE1 is used as the input data of DAE2. In this
way, SDAE trains the data through an unsupervised greedy
layer-by-layer approach [20], which can extract deep features
of the data.

2.3 Feature Extraction Network Based on DCELDNN

2.3.1 DCELDNN Network

DCELDNN network is proposed on the basis of CLDNN
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Fig. 3 DCELDNN network.

network [21], as shown in Fig 3. The input layer of the net-
work is the data after noise reduction through SDAE. Then
the data is input into a five-layer CNN network, where the
convolutional layer adopts dilated convolution to increase
the receptive field of the feature map, and the deep informa-
tion can be extracted. After concatenating the first layer and
the fifth layer of convolution, ECA mechanism is introduced
to extract locally the dependency between channels with-
out dimensionality reduction, one dimension convolution is
used interactively across channels to enhance the expression
ability of data signals. Transmit to a one-layer LSTM with
size 50, extract the time characteristics of the signal. The
output of the LSTM layer is connected to a two-layer DNN
for dimensionality reduction, the size of the first layer is set
to 256, the size of the second layer is set to 24, which cor-
responds to the number of modulation styles to be identified
in this paper. Adding a GAP layer after the second layer of
DNN can improve the running speed and reduce overfitting.
The Softmax layer is used as a classifier, the output is a 24
dimension probability vector. The index with the largest
probability value is selected as the classification result.

2.3.2 Dilated Convolution

To improve the feature extraction capability of the network,
dilated convolution [22] is used to increase the receptive
field of the feature map and utilize the global information
of the signals. Dilated convolution achieves different scale
Max Pooling by setting the dilation rate. The comparison
of dilated convolution with normal convolution is shown
in Fig. 4. Figure 4(a) represents normal convolution and
Fig. 4(b) represents dilated convolution with a dilated rate of
2. It can be seen from Fig. 4 that the receptive field of Dilated
convolution is larger, resulting in more extracted information
from the feature map.

The size l ′ of the dilated convolution kernel after dila-
tion is given by:

l ′ = l + (l − 1)(d − 1) (4)

Where l is the size of the original convolution kernel,
and d is the dilation rate.

2.3.3 ECA Mechanism

According to research, adding attention modules to neu-

Fig. 4 (a) Normal convolution. (b) Dilated convolution with a dilated
rate of 2.

Fig. 5 The ECA channel attention module.

ral networks can significantly improve performance [23]–
[27]. The ECA [25] module is an improved version of the
Squeeze-and-Excitation (SE) module, a local cross-channel
interaction strategy with non-dimensionality reduction and
an adaptive selection method of one dimension convolution
kernel size is proposed to optimize the performance. The
ECA channel attention module is shown in Fig. 5.

Firstly, the input featuremap F is averaged globally, and
then a one dimension convolutional kernel with a size of k
is used to achieve information interaction between channels.
The weight ω of each channel can be expressed as:

ω = σ [C1Dk(F)] (5)

WhereC1D represents one dimension convolution,σ is
the sigmoid function and k represents the coverage range of
local cross-channel interaction and is a non-negative integer.
To avoid manual adjustment of the value of k, an adaptive
method is developed to determine the kernel size, and the
adaptive size k of the kernel is expressed as:

k = Ψ(C) (6)

Where the kernel size k is proportional to the channel
dimension C [28]. Finally, the refined feature map F ′ is
obtained bymultiplying the weightωwith the corresponding
element of the input feature map F.
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Table 1 Ablation experiment.

Fig. 6 Principle diagram of GAP.

2.3.4 GAP Feature Classification

In the design of neural networks, the output data of the feature
extraction module can not directly connect to the Softmax
layer classifier due to dimension restrictions. Therefore,
a Flatten layer is often used in the classification module
to flatten the data before performing classification in the
Softmax layer. However, the number of parameters in the
Flatten layer is too large, which reduces the running speed
and is prone to overfitting. Therefore, the GAP layer is used
instead of the Flatten layer. The principle diagram of GAP
is shown in Fig. 6.

The feature maps represent the input feature vectors,
and the GAP operation calculates the average value of these
feature vectors:

Gc =
1
N

N∑
i=1

Ici (7)

Where Gc is the average pooling output of the c − th
channel, N is the length of the vector, and Ici is the i − th el-
ement of the vector in the c− th channel. GAP optimizes the
neural network model by reducing dimensionality through
the pooling layer, which not only preserves the spatial in-
formation extracted by the previous convolutional layer but
also reduces the number of parameters. The objective of this
paper is to identify 24 types of signals. In the last convolu-
tion layer of the feature extraction module, 24 feature maps
are generated, and 24 1 × 1 feature maps can be obtained by
GAP operation.

3. Results

3.1 Dataset and Experimental Environment

The experiment uses the RadioML2018.01a open-source
dataset, which contains 24 signal modulation types, in-
cluding 19 digital modulation methods: OOK, 4ASK,

Fig. 7 The recognition rate of the ablation experiment.

8ASK, 16APSK, 32APSK, 64APSK, 128APSK, BPSK,
QPSK, OQPSK, 8PSK, 16PSK, 32PSK, 16QAM, 32QAM,
64QAM, 128QAM, 256QAM, GMSK; 5 analog modula-
tion methods: FM, AM-SSB-SC, AM-DSB-SC, AM-SSB-
WC, AM-DSB-WC, using in-band SNR ranging from −10
to 15 dB, spaced by 2 dB. Each signal contains IQ data, with
a sample point of 1024 × 2, a sampling rate of 200 kHz, a
symbol rate of 40 kSps for digital signals, and approximately
4096 samples per modulation type at each SNR, with a total
of 1376256 samples. The signals are divided into a training
set and a testing set with a ratio of 7:3.

The cascaded network is built using the Keras deep
learning library, with TensorFlow as the backend. The train-
ing environment is Windows 10 operating system, AMD
EPYC 7601 CPU, and NVIDIA GeForce RTX 3090 GPU.
The parameters of the cascaded network are set as follows:
select Adam as the optimizer, with a learning rate of 1×10−4.
During training, the batch size is 1000, the iteration times
are set to 100.

3.2 Recognition Performance Analysis of Cascaded Net-
work

An ablation experiment is designed to verify the effect of
SDAE, and DCELDNN network parameters on the perfor-
mance of the cascaded network. Four models are used on the
RadioML2018.01a dataset at SNR of −10 to 15 dB. Evalua-
tion criteria include the number of parameters, training loss,
average recognition rate at SNR of −10 to 15 dB, and com-
putational complexity measured in floating-point operations
(FLOPs) in units of billions (G). Table 1 shows the exper-
imental results. Figure 7 shows the recognition rate of the
four network models at different SNRs.

According to Table 1, the designed CLDNN is used
as the basic network. Constructing DCELDNN based on
CLDNN, using dilated convolution with dilated rate of 2 and
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Fig. 8 Confusion matrix at 4 dB: (a): on CNN, (b): on LSTM, (c): on CLDNN, (d): on cascaded network.

adding a GAP layer, the computational complexity of the
model is greatly reduced by 0.004G compared with CLDNN.
The added ECA mechanism enhances the signals’ feature
characterization ability. The average accuracy of signal
recognition is 1.2% higher than that of CLDNN. Therefore,
DCELDNN not only has higher model accuracy but also
has lower computational complexity. By adding SDAE to
CLDNN, the signals are denoised and the training time and
parameters are increased. Because both forward and back-
ward propagation of SDAE needs to calculate neuron output
values and gradient values layer by layer, including a large
number of matrix multiplication and nonlinear function cal-
culations, the computational complexity is relatively large.
However, after signal noise reduction processing, the aver-
age signal recognition accuracy is 1.4%higher thanCLDNN,
and the training loss is reduced by 0.07. By adding SDAE
to DCELDNN, the average recognition rate is 3.6% higher
than DCELDNN, 2.2% higher than CLDNN+SDAE, the av-
erage recognition rate reaches 63.1%, and the training loss
is 1.02. Figure 7 shows that the DCELDNN+SDAE model,

namely the proposed cascaded network, has the best modu-
lation recognition performance among the four models.

3.3 Comparison Experiments

Four network models, including CNN [29], LSTM [30],
CLDNN [21], and the proposed Cascaded Network,
are selected to conduct simulation experiments on Ra-
dioML2018.01a. At 4 dB SNR, the confusion matrix of
the four methods is shown in Fig. 8. The vertical and hori-
zontal coordinates of the confusion matrix correspond to the
true label and the predicted label respectively. Darker color
represents higher recognition accuracy. From Fig. 8, we can
see that the confusion matrix of the Cascaded Network has
deeper colors on the diagonal than the other three networks,
indicating that the recognition ability of the Cascaded Net-
work is highest. Although there is confusion between low-
order signals like 16APSK and 8ASK, the cascaded network
algorithm can accurately recognize most low-order signals.
For high-order complex signals, such as 64APSK, 128QAM,
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Fig. 9 Recognition performance.

and 128APSK, the cascaded network algorithm has deeper
colors on the diagonal than the other three algorithms, and
the confusion outside the diagonal is significantly reduced.

The performance of the four models on RadioML
2018.01a is shown in Fig. 9. Figure 9 shows that at SNR of
−10 to 15 dB, the Cascaded Network has a higher recogni-
tion accuracy compared with the CNN, LSTM, and CLDNN
networks. When the SNR is 10 dB, the proposed Cascaded
Network has improved the modulation recognition accuracy
by 25.8%, 12.3%, and 4.8% comparedwith theCNN, LSTM,
and CLDNN networks, respectively.

4. Conclusions

To improve the accuracy of modulation recognition, a cas-
cade network composed of SDAE and DCELDNN is pro-
posed, it has two stages. In the noise reduction stage, SDAE
reconstructed the input data by unsupervised greedy layer-
by-layer superposition through DAEs. In the feature extrac-
tion stage, DCELDNN is constructed based on the CLDNN
network, and dilated convolution with a dilation rate of 2
is used to replace the normal convolution, which can effec-
tively integrate the feature information while increasing the
receptive field. An ECA mechanism module is introduced
to enhance the feature representation ability of the signals
reduce training error and improve convergence speed. The
GAP layer is used to integrate feature vector information,
and finally, feature classification is performed in the Soft-
max layer. The simulation results show that this method has
higher recognition accuracy than CLDNN at SNR of −10 to
15 dB, and the average recognition accuracy is 63.1%. When
the SNR is 10 dB, the recognition accuracy of this method
is improved by 25.8%, 12.3%, and 4.8% compared with the
CNN, LSTM, and CLDNN networks respectively. The pro-
posed method provides a new solution for the modulation
recognition of communication signals.

References

[1] Y. Liu, X. Yan, X. Hao, G. Yi, and D. Huang, “Automatic modulation
recognition of radiation source signals based on data rearrangement
and the 2D FFT,” Remote Sensing, vol.15, no.2, p.518, 2023.

[2] P. Chu, L. Xie, C. Dai, and Y. Chen, “Automatic modulation recog-
nition for secondary modulated signals,” IEEE Wireless Commun.
Lett., vol.10, no.5, pp.962–965, 2021.

[3] Y. Wang, Q. Lu, Y. Jin, and H. Zhang, “Communication modulation

signal recognition based on the deepmulti-hop neural network,” Jour-
nal of the Franklin Institute, vol.358, no.12, pp.6368–6384, 2021.

[4] Y. Wang and Y. Li, “Attention-guided complex denoising network
for automatic modulation recognition,” Physical Communication,
vol.56, p.101964, 2023.

[5] W. Liu, Y. Lyu, B. Jiang, and X. Yue, “Modulation recognition
of underwater acoustic communication signals based on deep het-
erogeneous network,” 2021 OES China Ocean Acoustics (COA),
pp.1043–1047, IEEE, 2021.

[6] Y. Li and S. Liang, “Research onmodulation recognition of underwa-
ter acoustic communication signal based on deep learning,” J. Phys.:
Conf. Ser., vol.2435, p.012007, 2023.

[7] T.J. O’Shea, J. Corgan, and T.C. Clancy, “Convolutional radio mod-
ulation recognition networks,” Engineering Applications of Neural
Networks: 17th International Conference, EANN 2016, Aberdeen,
UK, Sept. 2016, Proceedings 17, pp.213–226, Springer, 2016.

[8] N.E. West and T. O’shea, “Deep architectures for modulation recog-
nition,” 2017 IEEE International Symposium on Dynamic Spectrum
Access Networks (DySPAN), pp.1–6, IEEE, 2017.

[9] T.J. O’Shea, T. Roy, and T.C. Clancy, “Over-the-air deep learning
based radio signal classification,” IEEE J. Sel. Topics Signal Process.,
vol.12, no.1, pp.168–179, 2018.

[10] T.J. O’shea and N.West, “Radio machine learning dataset generation
with gnu radio,” Proc. GNU Radio Conference, 2016.

[11] M. Zhang, Y. Zeng, Z. Han, and Y. Gong, “Automatic modulation
recognition using deep learning architectures,” 2018 IEEE 19th In-
ternational Workshop on Signal Processing Advances in Wireless
Communications (SPAWC), pp.1–5, IEEE, 2018.

[12] J. Li, L. Qi, and Y. Lin, “Research on modulation identification of
digital signals based on deep learning,” 2016 IEEE International
Conference on Electronic Information and Communication Technol-
ogy (ICEICT), pp.402–405, IEEE, 2016.

[13] D. Wang, M. Zhang, Z. Li, J. Li, M. Fu, Y. Cui, and X. Chen,
“Modulation format recognition and osnr estimation using CNN-
based deep learning,” IEEE Photon. Technol. Lett., vol.29, no.19,
pp.1667–1670, 2017.

[14] S. Peng, H. Jiang, H. Wang, H. Alwageed, Y. Zhou, M.M. Seb-
dani, and Y.D. Yao, “Modulation classification based on signal con-
stellation diagrams and deep learning,” IEEE Trans. Neural Netw.
Learning Syst., vol.30, no.3, pp.718–727, 2018.

[15] Y. Wu, X. Li, and J. Fang, “A deep learning approach for modulation
recognition via exploiting temporal correlations,” 2018 IEEE 19th
International Workshop on Signal Processing Advances in Wireless
Communications (SPAWC), pp.1–5, IEEE, 2018.

[16] T.N. Sainath, A.W. Senior, O. Vinyals, and H. Sak, “Convolutional,
long short-term memory, fully connected deep neural networks,” US
Patent 10,783,900, Sept. 22 2020.

[17] P. Vincent, H. Larochelle, I. Lajoie, Y. Bengio, P.A. Manzagol, and
L. Bottou, “Stacked denoising autoencoders: Learning useful repre-
sentations in a deep networkwith a local denoising criterion,” Journal
of Machine Learning Research, vol.11, no.12, pp.3371–3408, 2010.

[18] P. Vincent, H. Larochelle, Y. Bengio, and P.A.Manzagol, “Extracting
and composing robust features with denoising autoencoders,” Proc.
25th International Conference on Machine Learning, pp.1096–1103,
2008.

[19] L. Deng, M.L. Seltzer, D. Yu, A. Acero, A.R. Mohamed, and
G. Hinton, “Binary coding of speech spectrograms using a deep auto-
encoder,” Eleventh Annual Conference of the International Speech
Communication Association, pp.1692–1695, 2010.

[20] C.L. Prabha and N. Shivakumar, “Software defect prediction using
machine learning techniques,” 2020 4th International Conference on
Trends in Electronics and Informatics (ICOEI) (48184), pp.728–733,
IEEE, 2020.

[21] B. Zou, X. Zeng, and F. Wang, “Research on modulation signal
recognition based on CLDNN network,” Electronics, vol.11, no.9,
p.1379, 2022.

[22] L.C. Chen, G. Papandreou, I. Kokkinos, K. Murphy, and A.L. Yuille,

http://dx.doi.org/10.3390/rs15020518
http://dx.doi.org/10.3390/rs15020518
http://dx.doi.org/10.3390/rs15020518
http://dx.doi.org/10.1109/lwc.2021.3051803
http://dx.doi.org/10.1109/lwc.2021.3051803
http://dx.doi.org/10.1109/lwc.2021.3051803
http://dx.doi.org/10.1016/j.jfranklin.2021.06.013
http://dx.doi.org/10.1016/j.jfranklin.2021.06.013
http://dx.doi.org/10.1016/j.jfranklin.2021.06.013
http://dx.doi.org/10.1016/j.phycom.2022.101964
http://dx.doi.org/10.1016/j.phycom.2022.101964
http://dx.doi.org/10.1016/j.phycom.2022.101964
http://dx.doi.org/10.1109/coa50123.2021.9519866
http://dx.doi.org/10.1109/coa50123.2021.9519866
http://dx.doi.org/10.1109/coa50123.2021.9519866
http://dx.doi.org/10.1109/coa50123.2021.9519866
http://dx.doi.org/10.1088/1742-6596/2435/1/012007
http://dx.doi.org/10.1088/1742-6596/2435/1/012007
http://dx.doi.org/10.1088/1742-6596/2435/1/012007
http://dx.doi.org/10.1007/978-3-319-44188-7_16
http://dx.doi.org/10.1007/978-3-319-44188-7_16
http://dx.doi.org/10.1007/978-3-319-44188-7_16
http://dx.doi.org/10.1007/978-3-319-44188-7_16
http://dx.doi.org/10.1109/dyspan.2017.7920754
http://dx.doi.org/10.1109/dyspan.2017.7920754
http://dx.doi.org/10.1109/dyspan.2017.7920754
http://dx.doi.org/10.1109/jstsp.2018.2797022
http://dx.doi.org/10.1109/jstsp.2018.2797022
http://dx.doi.org/10.1109/jstsp.2018.2797022
http://dx.doi.org/10.1109/spawc.2018.8446021
http://dx.doi.org/10.1109/spawc.2018.8446021
http://dx.doi.org/10.1109/spawc.2018.8446021
http://dx.doi.org/10.1109/spawc.2018.8446021
http://dx.doi.org/10.1109/iceict.2016.7879726
http://dx.doi.org/10.1109/iceict.2016.7879726
http://dx.doi.org/10.1109/iceict.2016.7879726
http://dx.doi.org/10.1109/iceict.2016.7879726
https://doi.org/10.1109/LPT.2017.2742553
https://doi.org/10.1109/LPT.2017.2742553
https://doi.org/10.1109/LPT.2017.2742553
https://doi.org/10.1109/LPT.2017.2742553
http://dx.doi.org/10.1109/tnnls.2018.2850703
http://dx.doi.org/10.1109/tnnls.2018.2850703
http://dx.doi.org/10.1109/tnnls.2018.2850703
http://dx.doi.org/10.1109/tnnls.2018.2850703
http://dx.doi.org/10.1109/spawc.2018.8445938
http://dx.doi.org/10.1109/spawc.2018.8445938
http://dx.doi.org/10.1109/spawc.2018.8445938
http://dx.doi.org/10.1109/spawc.2018.8445938
http://dx.doi.org/10.1145/1390156.1390294
http://dx.doi.org/10.1145/1390156.1390294
http://dx.doi.org/10.1145/1390156.1390294
http://dx.doi.org/10.1145/1390156.1390294
http://dx.doi.org/10.21437/Interspeech.2010-487
http://dx.doi.org/10.21437/Interspeech.2010-487
http://dx.doi.org/10.21437/Interspeech.2010-487
http://dx.doi.org/10.21437/Interspeech.2010-487
http://dx.doi.org/10.1109/icoei48184.2020.9142909
http://dx.doi.org/10.1109/icoei48184.2020.9142909
http://dx.doi.org/10.1109/icoei48184.2020.9142909
http://dx.doi.org/10.1109/icoei48184.2020.9142909
http://dx.doi.org/10.3390/electronics11091379
http://dx.doi.org/10.3390/electronics11091379
http://dx.doi.org/10.3390/electronics11091379
http://dx.doi.org/10.1109/tpami.2017.2699184


626
IEICE TRANS. COMMUN., VOL.E107–B, NO.9 SEPTEMBER 2024

“DeepLab: Semantic image segmentation with deep convolutional
nets, atrous convolution, and fully connected CRFs,” IEEE Trans.
Pattern Anal. Mach. Intell., vol.40, no.4, pp.834–848, 2017.

[23] A. Ali and F. Yangyu, “Unsupervised feature learning and automatic
modulation classification using deep learningmodel,” Physical Com-
munication, vol.25, pp.75–84, 2017.

[24] Z.S. Liu, W.C. Siu, and Y.L. Chan, “Reference based face super-
resolution,” IEEE Access, vol.7, pp.129112–129126, 2019.

[25] A.S.M. Htet and H.J. Lee, “Contactless palm vein recognition based
on attention-gated residual U-Net and ECA-ResNet,” Appl. Sci.,
vol.13, no.11, p.6363, 2023.

[26] S.A. Abdu, A.H. Yousef, and A. Salem, “Multimodal video senti-
ment analysis using deep learning approaches, a survey,” Information
Fusion, vol.76, pp.204–226, 2021.

[27] W. Zhang, P. Tang, and L. Zhao, “Remote sensing image scene
classification using CNN-CapsNet,” Remote Sensing, vol.11, no.5,
p.494, 2019.

[28] Y. Qiao, D. Su, H. Kong, S. Sukkarieh, S. Lomax, and C. Clark, “In-
dividual cattle identification using a deep learning based framework,”
IFAC-PapersOnLine, vol.52, no.30, pp.318–323, 2019.

[29] D. Wang, M. Lin, X. Zhang, Y. Huang, and Y. Zhu, “Automatic
modulation classification based on CNN-transformer graph neural
network,” Sensors, vol.23, no.16, p.7281, 2023.

[30] B. Zhang, G. Chen, and C. Jiang, “Research on modulation recog-
nition method in low SNR based on LSTM,” J. Phys.: Conf. Ser.,
vol.2189, p.012003, 2022.

Yanli Hou received the Ph.D. degrees in
signal and information processing from Harbin
Engineering University. At present, the main
research fields include wireless communication
technology, radio direction finding, electronic
countermeasures technology, and moving target
detection and tracking.

Chunxiao Liu received the B.S. degree from
ChongqingThreeGorgesUniversity, master can-
didate. At present, the main research fields in-
clude wireless communication technology and
deep learning.

http://dx.doi.org/10.1109/tpami.2017.2699184
http://dx.doi.org/10.1109/tpami.2017.2699184
http://dx.doi.org/10.1109/tpami.2017.2699184
http://dx.doi.org/10.1109/tpami.2017.2699184
http://dx.doi.org/10.1016/j.phycom.2017.09.004
http://dx.doi.org/10.1016/j.phycom.2017.09.004
http://dx.doi.org/10.1016/j.phycom.2017.09.004
http://dx.doi.org/10.1109/access.2019.2934078
http://dx.doi.org/10.1109/access.2019.2934078
http://dx.doi.org/10.3390/app13116363
http://dx.doi.org/10.3390/app13116363
http://dx.doi.org/10.3390/app13116363
http://dx.doi.org/10.1016/j.inffus.2021.06.003
http://dx.doi.org/10.1016/j.inffus.2021.06.003
http://dx.doi.org/10.1016/j.inffus.2021.06.003
http://dx.doi.org/10.3390/rs11050494
http://dx.doi.org/10.3390/rs11050494
http://dx.doi.org/10.3390/rs11050494
http://dx.doi.org/10.1016/j.ifacol.2019.12.558
http://dx.doi.org/10.1016/j.ifacol.2019.12.558
http://dx.doi.org/10.1016/j.ifacol.2019.12.558
http://dx.doi.org/10.3390/s23167281
http://dx.doi.org/10.3390/s23167281
http://dx.doi.org/10.3390/s23167281
http://dx.doi.org/10.1088/1742-6596/2189/1/012003
http://dx.doi.org/10.1088/1742-6596/2189/1/012003
http://dx.doi.org/10.1088/1742-6596/2189/1/012003

