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SUMMARY 3D video contents depend on the shooting condition,
which is camera positioning. Depth range control in the post-processing
stage is not easy, but essential as the video from arbitrary camera positions
must be generated. If light field information can be obtained, video from
any viewpoint can be generated exactly and post-processing is possible.
However, a light field has a huge amount of data, and capturing a light field
is not easy. To compress data quantity, we proposed the visually equivalent
light field (VELF), which uses the characteristics of human vision. Though
a number of cameras are needed, VELF can be captured by a camera array.
Since camera interpolation is made using linear blending, calculation is so
simple that we can construct a ray distribution field of VELF by optical in-
terpolation in the VELF3D display. It produces high image quality due to
its high pixel usage efficiency. In this paper, we summarize the relationship
between the characteristics of human vision, VELF and VELF3D display.
We then propose a method to control the depth range for the observed im-
age on the VELF3D display and discuss the effectiveness and limitations
of displaying the processed image on the VELF3D display. Our method
can be applied to other 3D displays. Since the calculation is just weighted
averaging, it is suitable for real-time applications.
key words: 3D display, light field, linear blending, depth range

1. Introduction

As existing 3D displays can offer high image quality only
within a limited depth range, depth range control of the dis-
played image is necessary for practical use. Though the
depth range can be controlled by generating depth maps
and calculating reconstructed 3D images, the calculations
are too heavy and complex for practical use. Therefore, we
aim to develop a simple depth control method.

A light field expresses the distribution of rays in 3D
space. In a 4D light field [1], a ray is expressed as a line
through two points on two specific planes. Though this ex-
pression is exact within geometrical optics, the quantity of
resulting data is huge and capturing a light field is not so
easy. Therefore, we have been studying information com-
pression and simple methods for light field capture.

Information processing in human vision is optimized to
an extreme level to increase efficiency. Information quantity
of the retinal image, which is received by photoreceptors, is
reduced by cells in the retina before being transferred to the
brain through visual nerves and visual perception is mostly
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made using lower spatial frequency components. Therefore,
there is redundancy in the retinal image. Visually equivalent
light field (VELF) utilizes the redundancy of the visual sys-
tem to reduce the data quantity. Since one implementation
of VELF uses images of a regular camera array, data can be
captured easily.

If light field information can be obtained, depth range
of 3D images can be controlled. However, its applicabil-
ity of VELF has been unclear. In this paper, we propose a
depth range compression method for VELF and confirm its
effectiveness using VELF3D displays.

2. Visually Equivalent Light Field 3D

2.1 Visual Acuity of Human Vision

The visual acuity of human vision is almost 1.0 arcmin to
perceive the spacing of Landolt broken ring (Landolt C)
chart. However, contrast sensitivity of human vision is max-
imum at the spatial frequency of about 5 cycle/degree (cpd)
for bright stimuli [2]. Since the half period of this frequency
is 6 arcmins, this frequency is much lower than that of the
visual acuity for Landolt C chart.

At high spatial frequencies, sinusoidal and rectangu-
lar stripes exhibit almost the same frequency dependence of
contrast sensitivity; at low spatial frequencies, the sensitiv-
ity for rectangular stripe patterns is higher due to harmon-
ics [3]. Therefore, it is considered that the visual system cuts
off high spatial frequency components.

On the other hand, visual acuity for Vernier sight [4] is
much finer, almost 0.03-0.08 arcmins [5]. Though the reso-
lution of binocular disparity strongly depends on the sub-
ject [6], discrimination for highly sensitive subjects is al-
most 0.1 arcmins [6], [7]. These values are much higher
than that expected from the contrast sensitivity characteris-
tic. Since Vernier sight detects the edge position difference
of two lines and stereopsis detects edge position difference
for left and right eyes, we believe that human vision is ex-
tremely sensitive to edge position. In other words, the sen-
sitivity to the phase of each spatial frequency component is
10 times or higher than the period of the stripe.

This characteristic of human vision has already been
put into practical use in the autostereoscopic 3D display, the
depth fused 3D (DFD) display. In this display, two or more
display screen layers are stacked with fixed separation [8].
Though, retinal images of this display are double due to the
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Fig. 1 Concept for visually equivalent lightfield.

parallax of the layers, when the offset of the double images
is small enough, less than almost 3-5 arcmins, the double
images cannot be perceived. Depth perception of the DFD
display can be calculated from the stereo matching of retinal
images after applying a Gaussian low pass filter [9], [10].
The cutoff of spatial frequency is 17 cpd. Since cutoff of
contrast sensitivity is around 10-20 cpd [2], [3], it agrees
with our theory that perception follows the application of
a low pass spatial filter and that human vision has high sen-
sitivity to phase for detecting edge position with high preci-
sion.

2.2 Expression of Light Field

In a 4D light field, a ray is expressed as a line through two
points on two specific planes. Here, we assume that rays
propagate from the first to the second plane. Rays to a point
on the second plane compose the image observed at this
point. Therefore, if observed images at all points on the
second plane can be obtained, complete data of the 4D light
field can be obtained. Unfortunately, the data quantity is
huge.

VELF uses the visual acuity of human vision in com-
pressing the data. If images observed at all points on the
second plane can be generated from those at sparse points
on the second plane, data quantity can be reduced.

Figure 1 shows the concept of the visually equivalent
light field [11]. We generate image observed at point u from
known images observed at points A and B on the second
plane. As shown, first plane coordinates are (x, y). Those of
the second plane are (u, v). Luminance of a ray can be ex-
pressed as Iray(x, y, u, v), which is a function of the two inter-
section points of the ray and the two planes. In other word,
observed image I(x, y) at viewpoint (u, v) can be expressed
as I(x, y) = Iray(x, y, u, v). To make discussion simple, we
assume that height of points, v, is v0. We generated the im-
age observed at u by linear blending of those observed at
points A and B.

Figure 2 shows the linear blending calculation. When
the disparity between two neighboring camera images is
small enough, i.e. 3-5 arcmins or less, the observer perceives
a linearly blended image as a natural intermediate viewpoint
image even though optically it is a double image. Image

Fig. 2 Intermediate viewpoint image synthesis using linear blending.

weights for blending are in proportion to the offset of the
camera position and the viewpoint. The light field is given
by

Iray(x, y, u, v0) = (1 − β)IA(x, y) + βIB(x, y) (1)

where β = uA−u
uA−uB

.
This ray is visually correct for human vision. By

sweeping point u on the second plane between the two
points (A and B), any ray from the first plane can be cal-
culated and a visually correct light field can be obtained in
the area highlighted in Fig. 1. That is, the visually equiva-
lent light field can be produced by linear blending of discrete
viewpoint images, if the disparity of two nearest viewpoint
images is small enough for interpolation. Though this equa-
tion is for the light field that yields horizontal parallax, com-
plete full-parallax 4D light field can be calculated by using
four viewpoint images set at the vertexes of a rectangle and
two-dimensional linear blending by bilinear interpolation.

We created a demonstration system for life-size video
communication that used this calculation. Using a stereo-
scopic 3D projection display and shutter type glasses with
head tracking, the system offers smooth motion parallax and
a high feeling of existence [12], [13].

Interpolation via linear blending can be explained
mathematically using spatial frequency analysis. When the
cutoff spatial frequency can be assumed, linear blending
acts as effective interpolation if the offset of the two im-
ages is less than a quarter period of the cutoff spatial fre-
quency. Because the weighted average of two sinusoidal
stripes generates an intermediate phase stripe, phase varies
almost linearly depending on the weight in this condition.
When the phase difference of the two waves is π/2, error
in phase linearity is less than 5%. Moreover, it decreases
as the phase difference decreases [14]. When the dispar-
ity is 3-5 arcmins, 5% yields errors of 0.15-0.25 arcmins,
which matches the stereopsis discrimination performance of
almost all subjects [6].

2.3 VELF3D Display

VELF3D not only reduces data quantity but also contributes
to the efficient use of the pixels on the lightfield 3D display.
Since the calculation of linear blending is so simple, only
weighted averaging is used, we can realize it optically in the
display.

Examples we have developed include autostereoscopic
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Fig. 3 Structure and mechanism of the 3-viewpoint type VELF3D display.

optical linear blending 3D displays using projection op-
tics [15], [16] and a ball lens [17]. However, the distortion
imposed by projection optics seriously degrades images and
reduces the effect of linear blending. Therefore, we have
proposed the flat panel 3D display, which has high resolu-
tion and no distortion. Its smooth motion parallax and high
3D image quality have been confirmed [14], [18]–[20]; we
call it the visually equivalent light field 3D (VELF3D) dis-
play.

Figure 3 shows the structure of the 3-viewpoint type
VELF3D display. It consists of an LCD panel and a ver-
tical stripe parallax barrier in front of a backlight module.
Though the components of the display are the same as those
of parallax barrier type autostereoscopic 3D displays, we
blend neighboring viewpoint images aggressively by mak-
ing the aperture width of the barrier almost equal to pixel
pitch, and using a horizontal RGB stripe LCD panel. As the
pupil scans on the horizontal direction, illuminated area on
the LCD panel by rays from the barrier slits moves and the
blending ratio of neighboring pixels varies. Since the varia-
tion in blending ratio is linear, linear blending can generate
intermediate viewpoint images optically. In other words, in-
terpolated rays for viewpoints can be generated by blending
rays. A full parallax display is also possible by using a par-
allax barrier with special aperture structure [18], [19]. Its
image quality is high, because interpolation by linear blend-
ing enables the use of many pixels in each direction. Precise
edge position, finer than pixel pitch, can be reproduced due
to our highly precise phase reproduction. This edge repro-
ducibility is the same as anti-aliasing [20]. Live images have
been displayed using an array of 5 cameras corresponding to
number of display viewpoints.

Figure 4 shows the observed images and the viewing
zone of the 5-viewpoint type VELF 3D display when the
width of display viewpoints A-E equals that of the display
screen. When the position of the pupil is at “a”, that is pupil

Fig. 4 Viewing zone of 5-viewpoint type VELF 3D display.

position matches viewpoint C on the viewpoint plane, ob-
served image is element viewpoint image “C”. When the
pupil is on the viewpoint plane, i.e. observation distance
is L, observed image is the linear blending of the nearest
two viewpoint images. From this distance, the disparity be-
tween neighboring images, δ, is designed to be less than
δmax, which is usually 3-5 arcmins, to avoid double image
perception.

Pupil position “b” is further than the viewpoint plane.
If we set the first plane of Fig. 1 onto the plane of dis-
play screen and the second plane onto the viewpoint plane,
any ray from screen to pupil passes through regions be-
tween viewpoints A-E, and so can be calculated as a linear
blending of those of the nearest two viewpoints according
to Eq. (1). This calculation of linear blending is equivalent
to the sum of element viewpoint images, which are view-
point images with spatially varying weights. Since observa-
tion distance is 2L, observed image is a blend of viewpoint
images B, C and D. Since the disparity of neighboring two
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images is δ/2 at this distance, it is less than δmax and no dou-
ble image is observed. When pupil position is “c”, observed
image is a blend of viewpoint images A, B and C.

When the distance of pupil position is infinity, as indi-
cated by “d”, all five element viewpoint images are blended
linearly. The width of the viewing zone limited by vi-
gnetting is the same. Since observation distance is quite
far, observed disparity between element viewpoint images
is almost zero.

Since the periods of the LCD panel and the barrier
are similar, moiré is produced. However, in the VELF3D
display, luminance distribution of element viewpoint image
corresponds to a single fringe of moiré, so moiré is essential
and doesn’t degrade image quality.

We state that images observed when the pupil is in the
viewing zone do not suffer from vignetting or double im-
ages. When pupil position moves outward past the exten-
sion of the display screen width, some rays pass through
the outside of the range of viewpoints A-E and they can-
not be generated by linear blending; as a result vignetting
occurs. Therefore, point “b” is the left end of the viewing
zone. Since this discussion is independent of the observa-
tion distance from the screen, the width is also independent
of observation distance. Since δ ≤ δmax at viewpoint plane,
no double images are observed. That is, the viewing zone is
a rectangle from the viewpoint plane to infinity and its width
equals screen width.

3. Proposed Method and Results

In the VELF3D display, only interleaved viewpoint images
are sent as the images to the LCD screen. As shown in
Fig. 5, in the normal shooting condition of live images, the
relationships between viewpoints of the display and those
of the screen and to the camera positions and objects are
the same or geometrically similar. When the layouts are the
same, displayed image size matches object size.

For reducing display depth range, we considered two
methods. The first method (Method A), calculates small dis-
parity viewpoint images to display from camera images by
reducing the spacing between viewpoints. Figure 6 shows

Fig. 5 Normal shooting condition. Relationships between objects and
camera positions are the same as those between displayed images and view-
points of the display.

an example of using Method A to produce a half depth
range. VELF generates viewpoint images A©- E© from cam-
era images 2©- 4©. Viewpoint images A©, C© and E© are camera
images 2©, 3© and 4©, respectively. Viewpoint images B© and
D© can be generated by linear blending of the two nearest
camera images 2©, 3© and 3©, 4©, respectively.

The second method (Method B), calculates the ob-
served image from far viewpoints. Figure 7 shows an exam-
ple of using Method B to attain half depth range. It uses lin-
ear blending to generate viewpoint images A©- E© from cam-
era images 1©- 5©. In this method, the blending ratio of cam-
era images 1©- 5© varies depending on the horizontal position
on the display screen. The graphs correspond to the weights
of elemental viewpoint images shown in Fig. 4.

Though these two methods provide half depth range,
blending conditions are different. We compared these two
methods in terms of displayed image distortion in 3D space.
As shown in Fig. 8, these two methods reduce the depth
range by half. However, Method A expands object width
at the front while that at the rear is compressed. That is, ob-
jects are distorted in 3D space. On the other hand, Method
B yields natural depth compression without unexpected dis-
tortion. Therefore, we choose Method B.

Fig. 6 Depth range compression by reducing disparity of viewpoint im-
age using VELF (Method A). Viewpoint images of display A©- E© are gen-
erated using linear blending of camera images.

Fig. 7 Depth range compression (1/2) by displaying far viewpoint im-
ages using VELF (Method B).
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Fig. 8 Image distortions in 3D space induced by depth compression.

Figure 9 shows images (a) under normal shooting con-
dition at viewpoints 2© (left) and 4© (right) and (b) and (c)
compressed depth images using Method B at viewpoints B©
(left) and D© (right). The compression ratios in thickness di-
rection were 1/2 and 1/6, respectively. Though the size of
the turtle as a 2D image is the same, its disparity is reduced,
and the turtle becomes thinner. Natural depth compressed
images can be achieved. The VELF3D display was con-
firmed to offer natural 3D images and depth control.

4. Discussion

4.1 Limitation of Depth Compression

From the viewpoint of VELF3D application, generated im-
ages should not be corrupted by depth compression. We
assume that there was no corruption in the normal shooting
condition and discuss the limitation of display viewpoint im-
age generation.

We consider two issues with our method. First is the
vignetting induced by a lack of camera images and the sec-
ond one is the limitation of disparity between neighboring
viewpoint images.

In the case of Method A, since viewpoints are on the
line of the camera array and viewpoint spacing is smaller
than that of cameras, no vignetting occurs.

In the case of Method B, viewpoints are not on the
line of the camera array. Figure 10 shows image genera-
tion for higher depth compression (1/3) than that of Fig. 7
(1/2). Viewpoint of image generation is 1.5 times distant.

For the center viewpoint C©, though images from three
camera are used in Fig. 4, those of five cameras are used
in Fig. 10. No vignetting occurs in these two cases. Even
if the display viewpoint distance becomes infinite, rays be-
came parallel and no vignetting occurs, because in this con-
figuration, the display has smaller width than the camera ar-
ray. For the viewpoint at the right end, viewpoint E©, images
from three cameras are used in Fig. 7 and those of four cam-
eras are used in Fig. 10. Also in these cases, no vignetting
occurs. If the display viewpoint distance becomes infinite,
rays became parallel and no vignetting occurs, as the display
has smaller width than the camera array.

Next we discuss disparity. VELF sets a limit on dis-

Fig. 9 Original and generated images. Images are arranged in the order
of left, right and left for free-fuse.

parity due to the interpolation imposed by linear blending.
When the disparity between blended images is large, double
images are observed. Therefore, disparities between neigh-
boring two viewpoint images must be less than 3-5 arcmins
in visual angle.

In the case of Method A, disparities between neigh-
boring viewpoint images are smaller than those of camera
images. When the condition of linear blending is satisfied
in the normal shooting condition, no double images are ob-
served with Method A. In the case of Method B, though
blending ratios depend on the position on the screen, dis-
parities of blended images are less than the limit of linear
blending. That is, if the disparity is small enough for the
normal shooting condition, depth of displayed image can be
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Fig. 10 Depth range compression (1/3) by increasing the disparity of far-
ther viewpoint images (Method B).

Fig. 11 Depth range compression (1/2) by displaying far viewpoint im-
ages using VELF3D for large depth object (Method B).

compressed to any degree. However, if the object has large
depth, camera image disparity exceeds the limit of the lin-
ear blending condition and the viewpoint image generation
fails.

4.2 Shooting Large Depth Objects

To shoot large depth objects, there are two approaches. The
first one improves viewpoint image generation. For exam-
ple, if coarse depth information can be obtained, viewpoint
images can be generated without failure [21]. However, this
incurs increased calculation cost.

The second method increases the number of cameras as
shown in Fig. 11. Four cameras are added to the spaces be-
tween the original cameras, which are shown in Fig. 5. This
approach cuts the disparity in half. Therefore, even if ob-
ject depth is doubled, no image failure occurs in the normal
shooting condition, and any degree of depth compression is
possible.

5. Conclusions

We have developed a depth range compression method and
confirmed its feasibility using a VELF3D display. It incurs
only the light image processing cost of parallelizable ad-
dition and multiplication operations, as linear blending is
based on weighted averaging. When contents are shot with-
out image failure in the normal shooting condition, display
depth range can be compressed to any extent without failure.

Since our method doesn’t require camera position
changes or complex calculations such as depth map genera-
tion, it is fast, exact, and practical enough that it can support
live action. Our method is not limited to VELF3D displays.
It is applicable to viewpoint image generation in other 3D
displays, because any ray can be reproduced if the ray passes
through the VELF viewing zone.
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