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SUMMARY A binarized neural network (BNN) inference accelerator is designed in which weights are stored in loadless four-transistor static random access memory (4T SRAM) cells. A time-multiplexed exclusive NOR (XNOR) multiplier with switched capacitors is proposed which prevents the loadless 4T SRAM cell from being destroyed in the operation. An accumulator with current sensing scheme is also proposed to make the multiply-accumulate operation (MAC) completely linear and read-disturb free. The BNN inference accelerator is applied to the MNIST dataset recognition problem with an accuracy of 96.2% for 500 data and the throughput, the energy efficiency and the area efficiency are confirmed to be 15.50TOPS, 72.17TOPS/W and 50.13TOPS/mm², respectively, by HSPICE simulation in 32nm technology. Compared with the conventional SRAM cell based BNN inference accelerators which are scaled to 32nm technology, the synapse cell size is reduced to less than 16% (0.235μm²) and the cell efficiency (synapse array area/synapse array technology, the synapse cell size is reduced to less than 16% (0.235μm²)) is 73.27% which is equivalent to the state-of-the-art of the SRAM cell based BNN accelerators.
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1. Introduction

In-memory computing has been extensively studied for the purpose to alleviate the von Neumann bottleneck in some specific fields [1]. Inference accelerators of deep neural networks (DNNs) are suitable applications of the in-memory computing architecture [2]. Compared with the all-digital accelerators, they largely improve throughput and energy efficiency. Since SRAM is the most user-friendly memory with unlimited endurance and is fabricated by a process which is almost compatible with the CMOS one, many works on inference accelerators based on SRAM cells have been published [3-7].

However, when the conventional 6T SRAM cell is used in DNN inference accelerators, it suffers from the nonlinearity and the read disturb under the condition that multiple word-lines (WLs) are selected at the same time [8]. As the BL is discharged to a lower voltage, the access transistors of the 6T SRAM cell enter the linear region, which makes the drain current depend on the BL voltage. This leads to the nonlinear dependence of the BL voltage on the number of cells discharging the BL. In addition to this, the lowest voltage of a bit line (BL) in multiply-accumulate (MAC) operations must be larger than a write trigger voltage to avoid the read disturb [8]. These reduce the signal-to-noise ratio (SNR) in the MAC operations and impose the maximum number of cells which are to be connected to a BL [8]. The charge-domain scheme was proposed to solve the nonlinearity issue [4]. However, it requires control circuits for WL pulse width, which makes the array size larger and the system vulnerable to process variations. To avoid the read disturb, non-6T SRAM (8T, 10T, etc.) cells have been adopted in which their read paths are separated from the write paths [3, 9-14]. However, they obviously make the crossbar array size larger and the nonlinearity issue remains unsolved.

In this paper, we propose a current sensing scheme for an XNOR multiplier based on the loadless 4T SRAM cell [15-21] which is applied to the MAC operation in binarized neural network (BNN) inference accelerators. The current sense amplifiers for SRAM were proposed about 30 years ago [22-24]. They receive a current from an SRAM cell and detect the signal without discharging a BL. The advantage in this scheme is that the access time is fast and almost independent of the BL capacitance. The proposed current sensing scheme is customized for the XNOR multiply operation so that the current drawn from the multiple loadless 4T SRAM cells are accumulated without affecting the BL voltage and disturbing the cells’ data states. Thus, the BL read disturb issue in loadless 4T SRAM BNN inference accelerators can be avoided, and the BL current is totally linear to the MAC values, making it possible to design a high-density crossbar array for a BNN accelerator based on the loadless 4T SRAM cell. To avoid the data disturb of the loadless 4T SRAM cells during the XNOR multiply operation, a time-multiplexed XNOR operational architecture for the loadless 4T SRAM multiplier is proposed. It is shown that the accuracy of the MNIST dataset recognition, the energy efficiency and the area efficiency for the proposed BNN accelerator are 96.2%, 72.17 TOPS/W and 50.13 TOPS/mm², respectively.
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2. Current Sense Accumulator for SRAM Cells

Current sense amplifiers were proposed for the purpose of achieving SRAM’s fast access time [22-24]. Contrary to the conventional voltage sense amplifier, they amplify the signal read from a 6TSRAM cell based on the current supplied to the amplifiers. Since they don’t require BLs to be discharged, the access time is substantially independent of the BL capacitance. The basic concept of the current sense amplifier can be applied to the MAC operations in DNN inference accelerators. This scheme makes it possible to use 6TSRAM cells for the weight memory cells without the read disturb and the nonlinearity issues which must be considered in the conventional DNN inference accelerators using 6TSRAM cells [8, 9]. Fig. 1 shows the principle of the circuits which achieve MAC operations in a BNN inference accelerator. The 6TSRAM cell works as an XNOR operator with the input signals of complementary WLs (WL, WLb; i=1, ..., m) and a pair of BLs combined together. The write operation to the cells is conducted by making BL low and selecting only one of the pair of WLs (selecting either WL or WLb). The gate voltage of a PFET load for a BL is controlled by an operational amplifier (OP-AMP) with a negative feedback so that the BL voltage is clamped at a constant voltage $V_{ref}$ which is lower than the power supply voltage $V_{dd}$. The current that flows through the PFET is the summation of all the current drawn by the cells with XNOR=+1 connected to the BL. This accumulated current is mirrored to another smaller PFET whose drain is set to $V_{ref}$ by another negative feedback by a smaller OP-AMP and an NFET. The current is converted to an analog voltage $V_{out}$ by a load resistor $R_L$.

This current sense accumulator clamps BLs at $V_{ref}$ even if many WLs are raised at the same time. The 6TSRAM cell’s power supply voltage and the high voltage of WLs are also set to be $V_{ref}$. The read disturb problem, thus, is completely avoided. Furthermore, since the BL voltage is constant regardless of the MAC values, the current and the converted voltage $V_{out}$ are totally linear to the number of cells which draw the current or whose XNOR value is +1. This makes an offline training’s forward path equivalent to the inference accelerator’s forward operation. Since this ensures the consistency of the weight optimization by the training software with the weight values stored in the 6TSRAM cells, higher inference accuracies are expected in the high-density accelerator.

Fig. 2 shows the loadless 4T SRAM cell whose data are sustained by the access PFETs’ subthreshold leakage currents [15-17] or their gate leakage currents [18-21]. The cell size is reduced by 17% compared with the 6TSRAM cell (see Fig. 21). Fig. 3 shows the comparison of the write trigger voltages between the 6TSRAM cell and the loadless 4T SRAM cell. It is shown that the write margin of the loadless 4T SRAM is larger than the 6TSRAM [19]). It is shown that the write trigger voltage of the loadless 4T SRAM is much higher than that of the 6TSRAM cell. The read-disturb issue is thus more severe for the loadless 4T SRAM than the 6TSRAM. Fig. 4 shows the concept of the current sensing scheme which is straightforwardly applied to the XNOR multiplier based on the loadless 4T SRAM cell. The operation of this scheme will be analyzed in the next section and will be shown that this configuration does not work as expected.

Fig. 1 Circuits for multiply-accumulate (MAC) operation based on XNOR 6TSRAM with current sensing scheme in deep neural networks (DNNs).

Fig. 2 The loadless 4T SRAM cell powered by the gate tunneling leakage current with BL disturb free [18-21].

Fig. 3 Comparison of write trigger voltages between the 6TSRAM cell and the loadless 4T SRAM cell. The higher write trigger voltage makes the loadless 4T SRAM more vulnerable to the read-disturb under multi-WL selection.

Fig. 4 A straightforward application of the current sensing scheme used in the XNOR 6TSRAM cells (Fig. 1) to the XNOR loadless 4T SRAM cells in the DNN. This scheme is not shown to be feasible in section 3.
3. Time-multiplexed XNOR

The left schematic in Fig. 5 (a) is the loadless 4T SRAM synapse cell based on the conventional XNOR reading mode shown in Fig. 4 whose parameters are shown in Table 1 (a). The weight is stored in the cells’ nodes A and B. The two word-lines WLm and WLBm provide two input data +1 (WLm=low and WLBm=high) and -1 (WLm=high and WLBm=low). The read result is based on the current value which flows from the bit-line (BL) whose voltage is fixed at V_{ref} through the synapse cell to GND. The right waveform in Fig. 5 (a) shows the simulated loadless 4T SRAM nodes’ voltages during reading operation for the input +1 which is based on the conventional XNOR logic. Though the gate leakage of Q1 provides enough current to sustain the data in the loadless 4T SRAM cell during the holding period [18-21], this current is much smaller than the current flowing through Q2 to GND due to a high voltage in the gate of Q2 by the current flow from BL to the node B. So, the synapse suffers from the read disturb under the conventional XNOR reading mode, showing that the XNOR multiplier and the accumulator scheme in Fig. 4 does not work.

The left schematic in Fig. 5 (b) is a synapse cell which is based on the proposed time-multiplexed XNOR read mode whose parameters are shown in Table 1 (a). This is nothing other than the conventional read mode for the loadless 4T SRAM cell to make the currents which flow from BL and BLB to the nodes A and B balanced for avoiding the read disturb. The synapse cell is designed in the same manner as our previous cell [18-21]. The BL and BLB’s voltage will be clamped at a reference voltage V_{ref} during this proposed XNOR read mode. The input data on WL will no longer be a constant voltage value during the proposed XNOR read mode but a step voltage signal applied on WL during the two different timing phases V_{WLΦ1} or V_{WLΦ2}. Due to the simultaneous opening and closing of Q1 and Q4 in the Fig. 5 (b), the input currents which flows into the cell nodes A and B are balanced without the read disturb. The write operation to the synapse cell is the same as the write operation to the loadless 4T SRAM cell, i.e., only a selected WL is 0V and unselected WLS are kept at V_{dd}. Therefore, there is no concern about disturbing other cells by this write operation. The write operation is to be conducted by the sense amp. circuit after disabling the neuron circuit by setting V_C1=0V and V_CB1=V_{dd} (see Fig. 10 and Fig. 11).

Fig. 6 (a) The operation of the proposed BNN inference accelerator with the synapse cell array in the time phase Φ1. In this phase Φ1, the information on each current which flows through each BL is stored in each neuron. (b) The operation of the proposed BNN inference accelerator with the synapse cell array in the time phase Φ2. In this phase Φ2, the information on each current which flows through each BLB is also stored in each neuron.

Fig. 5 (a) The loadless 4T SRAM synapse cell suffers from the read disturb under the XNOR logic operation shown in Fig. 4. (b) The proposed loadless 4T SRAM synapse cell which is accessed symmetrically from the pair of PFETs is free from the read-disturb.
in the test mode for checking the functionality of all the synapse cells in the array. WL and BL/BLB’s voltages are controlled by the row and the column decoders, respectively. And the data are written and read by the conventional sense amplifiers in the bi-/tri-state manner.

Fig. 7 (a) and (b) show the proposed XNOR read mode’s operation. The WL voltages under the situations

\[
\begin{align*}
V_{WL,1} &= \text{GND} \\
V_{WL,2} &= V_{dd}
\end{align*}
\]

or

\[
\begin{align*}
V_{WL,1} &= V_{dd} \\
V_{WL,2} &= \text{GND}
\end{align*}
\]

are defined as the input data equal to +1 or -1, respectively. There are two time-multiplexed phases: phase1 (Φ1) and phase2 (Φ2). The situation (1) corresponds to the condition in which WL voltage transitions from low to high from Φ1 to Φ2, while the situation (2) corresponds to the condition in which WL voltage transitions from high to low from Φ1 to Φ2. The voltages in the nodes A and B under the situations

\[
\begin{align*}
V_A &= \text{High} \\
V_B &= \text{Low}
\end{align*}
\]

or

\[
\begin{align*}
V_A &= \text{Low} \\
V_B &= \text{High}
\end{align*}
\]

are defined as the weight equal to +1 or -1, respectively. The current flowing from BL to node A in Φ1 and the current flowing from BLB to node B in Φ2 are defined as \(I_{A,\Phi1}\) and \(I_{B,\Phi2}\), respectively. The summed value of \(I_{A,\Phi1}\) and \(I_{B,\Phi2}\) is high (+1) or low (-1) depending on the weight and the input data as shown in Fig. 8. This table shows that the summed value of \(I_{A,\Phi1}\) and \(I_{B,\Phi2}\) represents XNOR operation between the weight and the input data. This reflects the mathematical principle:

\[
A \oplus B = A \cdot B + \bar{A} \cdot \bar{B},
\]

where A and B stand for input and weight, respectively. The first term on the right-hand side is the result in the phase 1, while the second term is the result of phase 2. The currents flow through BLs and BLBs from the current sensing system to the synapse array are defined as \(I_{BLs,\Phi1}\) and \(I_{BLBs,\Phi2}\) as shown in Fig. 6 (a) and (b), respectively. Based on the summed value of \(I_{BLs,\Phi1}\) and \(I_{BLBs,\Phi2}\), the current sensing system can generate a multiply (XNOR)-accumulate (MAC) voltage signal and output data to the next layer.

### 4. Crossbar Array and Current Sensing System Design

Fig. 9 DNN design for the MNIST dataset classification used in this work.

We design a crossbar array (CBA) which corresponds to the DNN for the MNIST dataset classification as shown in Fig. 9 [25]. There are one input layer, three hidden layers and one output layer. The input layer contains 784 (28×28) different voltage signals. There are 512 neurons and 10 output voltage signals in each hidden layer and output layer, respectively.

Fig. 10 (a) shows one of the first hidden layer neuron’s current sensing systems for the proposed CBA by using the proposed XNOR read mode whose parameters are shown in Table 1 (b). The BL and the BLB’s voltages \(V_{BL}\) and \(V_{BLB}\) are clamped at a constant voltage \(V_{ref}\) by two PFETs (\(Q_{BlinP}\) for the first hidden layer and \(Q_{BlinP}\) for the other layers) with negative feedback loops using two operational amplifiers (OPA1). During the phase Φ1 and the phase Φ2, two OPA1s transmit the signals \(V_{out}_{1,0,j}\) and \(V_{out}_{2,0,j}\) to the different two storage capacitors whose capacitance value equal to \(C_0\) by the signal CLK1_0 and CLK2_0 as shown in Fig. 10 (a), respectively. The voltages on the two storage capacitors are named as \(V_{outC_{1,0,j}}\) and \(V_{outC_{2,0,j}}\) as shown in Fig. 10 (a), respectively. After the \(V_{out}_{1,0,j}\) and the \(V_{out}_{2,0,j}\) transmissions complete, the currents that flows through the two PFETs...
two operational amplifiers OPA1 and OPA2, respectively. By the signal CTRL1, VT_1, V_{C2_0} and the reference voltage for binarization V_{wlref_0}, V_{wlout_0_j} is converted to a two-time phase step voltage signal WL_{1_j} as shown in Fig. 10 (a). The input layer’s 784 data from D_0 to D_783 are converted to V_{wl_0_0} to V_{wl_0_783} in the same way as shown in Fig. 10 (b), respectively.

5. Simulation Results and Layout

Fig. 12 (a) The proposed synapse cell’s bias and current conditions with transistor definition. (b) Butterfly curves in read for the proposed synapse cell. Typical and -3σ worst RSNMs equal to 170mV (25°C) and 70mV (-20°C), respectively. (c) Butterfly curves in hold for the proposed synapse cell. Typical and -3σ worst HSNMs equal to 200mV (25°C) and 100mV (80°C), respectively. (d) Retention curve 1000 Monte Carlo simulation where the BL pairs’ voltages are opposite to the data node voltages.

Fig. 12 (a) shows the equivalent circuit of the proposed loadless 4T SRAM synapse cell during the read period. The black curves in Fig. 12 (b) and (c) show the butterfly curves of the proposed synapse cell during the read (proposed XNOR read mode) and the hold periods under 0V and 1.2V word-line high voltage (V_{WL}) and 0.65V V_{BL}/V_{BLB} at 25°C, respectively. The backgate (N well) voltages of the access PFETs Q1 and Q4 are V_{dd}=1.2V. Table 1 (a) shows the cell’s
Table 1 (a) Proposed synapse cell’s parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Q_{BLinN} (4T SRAM)</th>
<th>Q_{BLinP} (4T SRAM)</th>
<th>Q_{BLinN} (2T SRAM)</th>
<th>Q_{BLinP} (2T SRAM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology node</td>
<td>32nm LP</td>
<td>32nm LP</td>
<td>32nm LP</td>
<td>32nm LP</td>
</tr>
<tr>
<td>Transistor</td>
<td>Q2/Q3 (N)</td>
<td>Q1/Q4 (P)</td>
<td>Q2/Q3 (N)</td>
<td>Q1/Q4 (P)</td>
</tr>
<tr>
<td>Average EOT (nm)</td>
<td>1.14</td>
<td>0.95</td>
<td>1.14</td>
<td>0.95</td>
</tr>
<tr>
<td>V_{in} (V)/V_{th} (6% V_{th}) (mV)</td>
<td>0.48 /77</td>
<td>-0.50 /70</td>
<td>0.48 /77</td>
<td>-0.50 /70</td>
</tr>
<tr>
<td>W/L (nm)</td>
<td>40/40</td>
<td>40/50</td>
<td>40/40</td>
<td>40/50</td>
</tr>
<tr>
<td>σEOT (for ON/OFF state) (Å)</td>
<td>0.16 /0.60</td>
<td>0.13 /0.60</td>
<td>0.16 /0.60</td>
<td>0.13 /0.60</td>
</tr>
</tbody>
</table>

Table 1 (b) Neuron circuits’ parameters. Q_{BLinN} and Q_{BLinP} are for the first layer. Q’_{BLinN} and Q’_{BLinP} are for the other layers.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>-3σ WSNM Sim.</th>
<th>-3σ HSNM Sim.</th>
<th>-3σ WSNM Sim.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q2’s V_{th} (V)</td>
<td>0.538</td>
<td>0.435</td>
<td>0.560</td>
</tr>
<tr>
<td>Q3’s V_{th} (V)</td>
<td>0.474</td>
<td>0.475</td>
<td>0.424</td>
</tr>
<tr>
<td>Q’2’s V_{th} (V)</td>
<td>-0.441</td>
<td>-0.467</td>
<td>-0.490</td>
</tr>
<tr>
<td>Q’3’s V_{th} (V)</td>
<td>-0.547</td>
<td>-0.542</td>
<td>-0.568</td>
</tr>
<tr>
<td>Q2’s EOT (nm)</td>
<td>1.143</td>
<td>1.155</td>
<td>1.145</td>
</tr>
<tr>
<td>Q3’s EOT (nm)</td>
<td>1.137</td>
<td>1.150</td>
<td>1.140</td>
</tr>
<tr>
<td>Q’2’s EOT (nm)</td>
<td>0.954</td>
<td>0.770</td>
<td>0.955</td>
</tr>
<tr>
<td>Q’3’s EOT (nm)</td>
<td>0.900</td>
<td>1.040</td>
<td>0.932</td>
</tr>
<tr>
<td>-3σ worst case (mV)</td>
<td>76 (±20°C)</td>
<td>100 (±30°C)</td>
<td>500 (±80°C)</td>
</tr>
</tbody>
</table>

Fig. 13 (a) Cumulative probability distributions for RSNM of the proposed synapse cell obtained by Monte Carlo simulation under the different temperatures with V_{BL}=0.655V. (b) Cumulative probability distributions for RSNM of the proposed synapse cell obtained by Monte Carlo simulation under the different V_{BL}=V_{BLB} with Temp=25°C.

Fig. 14 (a) Cumulative probability distributions for HSNM of the proposed synapse cell obtained by Monte Carlo simulation under the different temperatures with V_{BL}=1.2V. (b) Cumulative probability distributions for data node voltages of the proposed synapse cell obtained by 1000 Monte Carlo simulation at 25°C with V_{BL}=1.2V and all possible BL pairs voltage states at Time=1s for the transient simulations such as in Fig 12 (d).

Fig. 15 Butterfly curves in write for the proposed synapse cell and the definition of the write static noise margin (WSNM). The typical WSNM and the -3σ worst WSNM are equal to 590mV at 25°C and 500mV at 80°C, respectively.

Fig. 16 Cumulative probability distributions for WSNM of the proposed synapse cell obtained by Monte Carlo simulation under the different temperatures with V_{dd}=1.2V.

Fig. 17 (a) the simulation results for V_{static} vs. MAC value for Array 0. The MAC value’s range is from -784 to +784. (b) The similar results for other arrays for the MAC value ranging from -512 to +512. In the both graphs, we added 10 different chips’ relations by dotted lines with their V_{th} and EOT fluctuated according to the local variations based on Table I shown below. We also added the voltage fluctuation for BL and BLB for the 10 different chips.
parameters which are used in the simulations. The proposed synapse’s read static noise margin (RSNM) and hold static noise margin (HSNM) under the proposed XNOR read mode and the hold mode are shown in Fig. 12. Almost the same static noise margins are guaranteed in the read and the hold conditions. It is observed that $V_B$ ($V_A$) becomes close to 0V (6.56mV) when $V_A$ ($V_B$) = 0.65V in the read butterfly curves. This phenomenon is understood if we consider that the backgate voltage of the access PFET Q4 (Q1) is $V_{dd}$ = 1.2V and that the voltage of the bit-lines (BL /BLB) is set close to $V_{ref}$ = 0.65V. This voltage condition makes the threshold voltage for Q4 (Q1) high due to the backgate bias effect to reduce the cell on current (for XNOR = ‘+1’) to 299nA that flows from the bit-lines to the storage node B (A) in the read condition (The cell off current is 3.8nA for XNOR = ‘−1’). Although this on current per cell in read is very small, the total cell current which is to be sensed by the current sensing system to measure the current (see Fig. 10 (a)) is the accumulation of 784 on or off cells which ranges from 2.98µA ($=784 \times 3.8nA$) to 234µA ($=784 \times 299nA$), because the 784 cells are connected to a BL and are activated at the same time for the Array0 (see Fig. 9, Fig. 19 (a)). This backgate bias design contributes to the reduction in the power consumption of the accelerator. The maximum voltage in $V_A$ ($V_B$) is observed in the hold butterfly curve when $V_B$ ($V_A$) is around 0.15V. This phenomenon is explained by the situation that the gate leakage current that flows from node A (B) to B (A) through Q2 and Q3 decreases more dominantly than the increase in the subthreshold leakage current when $V_B$ ($V_A$) increase from 0V until around 0.15V. The red curves in Fig. 12 (b) and (c) show the -3σ worst RSNM and HSNM in 1000 Monte Carlo simulations and the corresponding parameters for the cell are shown in Table 1 (c). The statistical conditions are shown in Table 1 (a). Fig. 12 (d) illustrates the retention
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**Fig. 18** (a) Simulation results of OPA1 for the neuron circuits shown in Fig. 10 for array0, array1, array2 and array3. (b) Simulation results of OPA2 and later for the neuron circuits shown in Fig. 10 for array0, array1, array2 and array3.

**Table 2** Accuracies for different input digits.

<table>
<thead>
<tr>
<th>Data</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test num</td>
<td>50/50</td>
<td>47/50</td>
<td>47/50</td>
<td>48/50</td>
<td>49/50</td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>100.0%</td>
<td>94.0%</td>
<td>94.0%</td>
<td>96.0%</td>
<td>98.0%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test num</td>
<td>49/50</td>
<td>47/50</td>
<td>50/50</td>
<td>48/50</td>
<td>46/50</td>
</tr>
<tr>
<td>Accuracy</td>
<td>98.0%</td>
<td>94.0%</td>
<td>100.0%</td>
<td>96.0%</td>
<td>92.6%</td>
</tr>
</tbody>
</table>
curves in the 1000 Monte Carlo simulations where \( V_A \) and \( V_B \) are set at 1.2V and 0V at Time=0 as initial conditions, respectively, while \( V_{BL} \) and \( V_{BLB} \) are set at 0V and 1.2V after Time > 0, respectively. It is observed that although \( V_A \) decreases from 1.2V to lower voltages, they stop at the positive voltages stably. This is because the proposed cell’s data is maintained by the gate leakage current of the PFET access transistor from WL which is kept 1.2V. This is an advantage of the proposed cell over the conventional loadless 4T SRAM cell [15-17] which maintains the data by the subthreshold leakage current of the PFET access transistor from BL. It is to be noted that the read condition shown in Fig. 12 (b) is the same as the half select condition, because both \( V_{BL} \) and \( V_{BLB} \) are set at \( V_{reld}=0.65V \) during the read.

Fig. 13 (a) and (b) show the proposed synapse’s RSNM 1000 Monte Carlo simulation results (cumulative probability distribution) under different temperatures and different \( V_{BL} \) respectively. Each cell’s effective oxide thickness (EOT) and threshold voltage \( (V_{th}) \) are fluctuated independently in the Monte Carlo simulation. The statistical conditions are shown in Table 1. The standard deviations are reflecting the local variation [19]. From Fig. 13, the probability distributions for RSNM are found to be Gaussian ones in this Monte Carlo simulations (1000 times), because the data points in the cumulative distributions in the unit of the standard deviation are found to be lined up in straight lines. So, it can be extrapolated easily to \(-4.74\sigma \) which corresponds to the worst cell among \( 9.31\times10^6 \) synapse cells in our DNN crossbar arrays (see Fig. 9, Fig. 19 (a)). Fig. 13 (a) and (b) show the proposed synapse’s RSNM under different temperatures from -20 °C to 80 °C and \( V_{BL} \). The smallest RSNM for the worst cell is estimated as 30mV for \( V_{BL}=0.65V \) and -20°C at \(-4.74\sigma \).

Fig. 14 (a) shows the proposed synapse’s HSNM 1000 Monte Carlo simulation under the same \( V_{WL} \) 1.2V and different temperatures from -20 °C to 80 °C (also Gaussian) which are acceptable even at \(-5\sigma \). The smallest HSNM for the worst cell is estimated as 66mV for 80°C at \(-4.74\sigma \). Fig. 14 (b) shows the cumulative distributions for \( V_A \) and \( V_B \) in the 1000 Monte Carlo simulations of Fig. 12 (d) at Time=1s. Fig. 14 (b) includes the data for all the possible conditions \( (V_{BL}=0V \& V_{BLB}=1.2V, V_{BL}=1.2V \& V_{BLB}=0V, V_{BL}=1.2V \& V_{BLB}=1.2V, V_{BL}=0V \& V_{BLB}=0V) \) with the same initial condition \( V_{A}=1.2V \) and \( V_{B}=0V \). It is shown that the retention margin for all the cases are almost the same and there is no concern about the retention (BL disturb).

Fig. 15 shows the butterfly curves in write for the proposed loadless 4T SRAM cell with the definition of the write static noise margin (WSNM). The black and red curves correspond to the typical case at 25°C and the -3\( \sigma \) worst case at 80°C, respectively. The parameters for the cell corresponding to the worst case are shown in Table 1 (c). The Fig. 16 shows the results of 1000 Monte Carlo simulation for WSNM at \( V_{ref}=1.2V \) (also Gaussian). The cumulative probabilities at different temperatures are
simulated under the local variations of $V_{th}$ and EOT shown in Table 1. The worst WSNM is estimated as 0.44V for 80°C at $-4.7\sigma$.

Fig. 17 (a) and (b) show the simulation results of $V_{wlout}$ as a function of the MAC value ranging from -784 to +784 for the first array between the input layer and the first hidden layer and the MAC value ranging from -512 to +512 for the other arrays. The current sensing system schematic’s and the synapse’s parameters are shown in Table 1 (a) and (b), respectively. Due to the proposed current sensing system, $V_{wlout}$ is shown almost linear to the MAC value. $V_{dummy}$ is used for $V_{wlref}$ for binarizing $V_{wlout}$ and provided by the dummy neuron which is connected to a pair of bit-lines whose MAC value is equal to 0 in each layer as shown in Fig. 17 and Fig. 10 (a). The values of $V_{dummy}$’s in all the arrays are tuned to be the same. Fig. 17 also shows 10 different chips’ $V_{wlout}$ and $V_{BL}/V_{BLB}$ as a function of the MAC for different set of $V_{th}$ and EOT local variations which are distributed according to the Gaussian distributions whose standard deviations are shown in Table 1 (a). Though $V_{wlout}$ fluctuates as MAC value increases, the linearity is almost guaranteed. And $V_{BL}/V_{BLB}$ are closed to $V_{ref}=0.65V$, showing that there is no concern about read disturb under the local variations.

Fig. 18 shows the simulated waveforms in the inference accelerator described in Fig. 10 and Fig. 11 which is applied to the MNIST dataset recognition problem shown in Fig. 9. The four arrays (array0, 1, 2 and 3) are controlled sequentially by the precharge signals (VCi_0, VCi_1, VCi_2 and VCi_3 with i=1, 2), the output control signals (CTRL0, CTRL1, CTRL2 and CTRL3) and the phase transition

![Fig. 20](image-url) The total layout for the DNN for the MNIST dataset classification using the synapse arrays shown in Fig. 19 (b), (c) and (d).

![Fig. 21](image-url) (a) Synapse layout for the proposed loadless 4T SRAM cell (2cells). (b) Cell layout (2cells) for the conventional 6T SRAM. Both layouts are drawn by using a 32nm technology design rule in which a shared contact is not allowed. The size of the loadless 4T SRAM cell is 83% of the 6T SRAM cell.

![Fig. 22](image-url) (a) Breakdowns of area and energy consumption. (b) Dependency of energy consumption on $V_{BL}$. The design point is $V_{BL}=0.655V$ which is realized by setting $V_{ref}=0.65V$.

Table 3 Performance comparison.

<table>
<thead>
<tr>
<th>Technology</th>
<th>[CICC'20][9]</th>
<th>[ISSCC'19][11]</th>
<th>[ISSCC'20][28]</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRAM bitcell</td>
<td>6T</td>
<td>10T</td>
<td>12T</td>
<td>12T</td>
</tr>
<tr>
<td>Operating $V_{th}$ (V)</td>
<td>0.80V</td>
<td>1.00V</td>
<td>0.60V</td>
<td>1.2V</td>
</tr>
<tr>
<td>Bit cell area (µm²)</td>
<td>1.34 (1.467%)</td>
<td>1.35 (1.467%)</td>
<td>1.32 (1.732%)</td>
<td>0.235</td>
</tr>
<tr>
<td>On-chip Memory</td>
<td>49.0KB</td>
<td>26KB</td>
<td>26KB</td>
<td>49.32 KB</td>
</tr>
<tr>
<td>Throughput (TOPS)</td>
<td>6.72 (9.55%)</td>
<td>4.45 (4.427%)</td>
<td>4.90 (38.10%)</td>
<td>33.50</td>
</tr>
<tr>
<td>Area Efficiency (TOPS/µm²)</td>
<td>7.72 (12.27%)</td>
<td>2.05 (1.12%)</td>
<td>2.46 (27.88%)</td>
<td>3.13</td>
</tr>
<tr>
<td>Cell Efficiency (synapse/bit)</td>
<td>51.6%</td>
<td>42.3%</td>
<td>37.75%</td>
<td>54.29%</td>
</tr>
<tr>
<td>Energy Efficiency (TOPS/W)</td>
<td>15.80 (14.95%)</td>
<td>40.30 (9.07%)</td>
<td>40.31 (10.55%)</td>
<td>32.2</td>
</tr>
<tr>
<td>MNIST accuracy</td>
<td>96.2%</td>
<td>99%</td>
<td>96.65%</td>
<td>96.25%</td>
</tr>
</tbody>
</table>
signals (VT_0, VT_1, VT_2 and VT_3). The signals VCBi_0, VCBi_1, VCBi_2 and VCBi_3 are the inverted signals of VCi_0, VCi_1, VCi_2 and VCi_3, respectively. Fig. 18 (a) explains the operation of OP1 which controls the bit-line pair BL and BLB and transmits the OP1 output voltage to the gate of the mirror PFET (QmirP). The operation in the array0 is explained. The operations in other arrays are exactly the same as the array0. When the precharge signal VCI_0 rises high, the bit-line pair BL and BLB are regulated to Vref=0.65V by the negative feedback loop with OP1. There are two phases for realizing the time-multiplexed XNOR operation. In the first phase, CLK1_0 rises high with CLK2_0 remains low. In this phase, the capacitor C0 on the gate of the mirror PFET QmirP corresponding to BL is charged by the voltage in Vout1C_0,j. In the second phase, CLK2_0 rises high with CLK1_0 returned low. In this phase, the capacitor C0 on the gate of the mirror PFET QmirP corresponding to BLB is charged by the voltage in Vout2C_0,j. The gate voltages of the two PFETs (QmirP) are charged to voltages which represent the addition of the logical sates in the two phases. Fig. 18 (b) explains the later operation, i.e., the operation to flow the mirror current in the two PFETs (QmirP) by using OP2 and convert the current to a voltage at Vwlout_0,j. The analog voltage is binarized by the comparator and the binarized signal is output to Vwl_1,j in two phases distinguished by the phase transition signal VT_0. Finally, the output signal Vwlout_2,j is output as the highest voltage signal than other signals in around 60ns after the data input to show that the digit ‘0’ is successfully classified.

By using an offline training software for the corresponding BNN, 96.8% accuracy was obtained [26]. The optimized binarized weights binary were deployed into the accelerator’s synapse data. The proposed inference accelerator’s hardware accuracy is tested as 96.2% under totally 500 data (50 data per each digit) as shown in Table 2. Fig. 19 (a) shows the overall diagram of the DNN for the MNIST dataset classification. Fig. 19 (b), (c) and (d) shows the layout for the Array 0, Array 1-2 and Array 3, respectively in 32nm technology [27]. All the layouts include the synapse array, neuron, input data buffer, row decoder, column decoder and sense amplifier circuits. Fig. 20 is the total layout of the DNN. As shown in Fig. 19 (a), Fig 20 and Fig. 22 (a), the area of proposed neural network inference accelerator is mainly consumed by the synapse array where the array efficiency (synapse array area/synapse array + peripheral circuits) is 73.27% where the peripheral circuits include neuron, input data driver, column decoder/sense amplifiers and row decoder/WL drivers. By using the standard CMOS design rules, the parameters and the bit size of the proposed synapse cell unit are shown in Table 1 and Fig. 21, respectively. The proposed synapse bit cell consumes 0.235μm², which is significantly smaller than the conventional 8T, 10T and 12T SRAM synapse area consumption as shown in Fig. 21 (a) and Table 3 [11, 28, 29], respectively. It is also 17% smaller than the 6T SRAM cell as shown in Fig. 21. In Table 3, bit cell area, throughput, area efficiency and energy efficiency in the papers [11, 28, 29] were scaled from 65nm with individual Vdd to 32nm with Vdd=1.2V according to the scaling equations proposed in paper [30]. The total power of the inference accelerator at Vdd=1.2V is simulated to be 0.215W for VBL=0.655V. The energy per classification in the cycle time Tc=60ns is calculated to be 0.215W×60ns=12.9nJ. The number of synaptic operations required for a single data classification is 784×512×2×512×512×512×10=9.3×10^5. Therefore, the energy efficiency is calculated to be 9.31×10^5/12.9nJ=72.2TOPS/W. The throughput is 9.31×10^5/60ns=15.5TOPS. Area efficiency for the total arrays is 15.50 TOPS/0.309mm²=50.13 TOPS/mm². It is worth noting that all the data compared in Table 3 are excluding the decoders and the sense amplifiers to be used in the memory access mode.

The right of Fig. 22 (a) shows power breakdowns. Though the additional OPA and the large BL and BLB load transistors (QBLinN and QBLoutN in Fig. 10) are required in the proposed neural network inference accelerator, the neuron area consumption only occupies 9.54% of the total area consumption. As for the energy consumption in the proposed accelerator, the synapse array’s consumption occupies 82%. The mirror current which flows in QmirP and QmirN is converted to Vwlout as shown in Fig. 10 (a) accounts for 5% of the total energy consumption. All other power which is consumed in such as logic gates and OPAs in neuron totally accounts 13%. Fig. 22 (b) shows the energy scaling with VBL. Our design chose the case of Vref=0.65V in which the actual VBL was 0.655V.

6. Conclusions

A binarized neural network (BNN) accelerator based on the loadless 4T SRAM cells was proposed which is about 84% efficient in area compared with the state-of-the-art SRAM cell based BNN accelerators. The time-multiplexed XNOR operation applied to the loadless 4T SRAM synapse was adopted to make the operation stable. The current sensing scheme was also verified to be efficient in SRAM based inference accelerators for avoiding the nonlinearity and the read disturb issues. The MNIST dataset recognition problem was solved by using the accelerator and the accuracy was shown by HSPICE to be 96.2% in 32nm technology. The area efficiency in 32nm technology was shown 50.13 TOPS/mm² which is one of the highest numbers in the state-of-the-art. The energy efficiency in 32nm technology was 72.17TOPS/W which is higher than the state-of-the-art except the accelerator using the 12T SRAM cell.
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