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Study on Compact Head-Mounted Display System Using
Electro-Holography for Augmented Reality

Eishin MURAKAMI†a), Yuki OGURO†, Nonmembers, and Yuji SAKAMOTO†, Member

SUMMARY Head-mounted displays (HMDs) and augmented reality
(AR) are actively being studied. However, ordinary AR HMDs for visual
assistance have a problem in which users have difficulty simultaneously
focusing their eyes on both the real target object and the displayed im-
age because the image can only be displayed at a fixed distance from an
user’s eyes in contrast to where the real object three-dimensionally exists.
Therefore, we considered incorporating a holographic technology, an ideal
three-dimensional (3D) display technology, into an AR HMD system. A
few studies on holographic HMDs have had technical problems, and they
have faults in size and weight. This paper proposes a compact holographic
AR HMD system with the purpose of enabling an ideal 3D AR HMD sys-
tem which can correctly reconstruct the image at any depth. In this paper, a
Fourier transform optical system (FTOS) was implemented using only one
lens in order to achieve a compact and lightweight structure, and a compact
holographic AR HMD system was constructed. The experimental results
showed that the proposed system can reconstruct sharp images at the cor-
rect depth for a wide depth range. This study enabled an ideal 3D AR HMD
system that enables simultaneous viewing of both the real target object and
the reconstructed image without feeling visual fatigue.
key words: head-mounted display, augmented reality, electro-holography,
computer-generated hologram

1. Introduction

Display technologies such as head-mounted displays
(HMDs), virtual reality (VR), and augmented reality (AR)
are actively being studied. VR technology can display a
virtual-world environment that feels realistic, and AR tech-
nology can display computer-generated images in the real
world. These technologies are used in HMDs which are
respectively called AR HMDs or VR HMDs. AR HMDs
are especially expected to be made practicable because AR
technology used in the real world is suitable for a variety of
applications: surgery assistance in the medical field, digi-
tal reconstruction of famous historical structures in the cul-
tural field, and so on. In fact, the studies on AR systems
for route guidance and sightseeing guidance have been re-
ported [1], [2].

Nowadays, AR HMDs are produced by several man-
ufacturers. For example, EPSON MOVERIO AR smart
glasses provide visual assistance. However, ordinary AR
HMDs have a problem in which images can only be dis-
played at a fixed distance from a user’s eye’s in contrast to
where the real object three-dimensionally exists as shown in
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Fig. 1 (a). Therefore, users have difficulty simultaneously
focusing their eyes on both the real target object and the
displayed image. For that reason, we considered incorpo-
rating a holographic technology, an ideal three-dimensional
(3D) display technology, into an AR HMD system. By re-
constructing the images at any depth using the technology,
the problem with AR HMDs can be solved, and an ideal
3D AR system that enables simultaneous viewing of both
the real target object and the reconstructed image without
feeing visual fatigue can be enabled as shown in Fig. 1 (b).
However, a few studies on holographic HMDs, which have
had HMDs using a holographic technology, done so far with
technical problems, and they have faults in size and weight
as the holographic HMDs [3], [4].

In this paper, we propose a compact holographic AR
HMD system. Using the developed system, we evaluated
correctness of depth of reconstructed image, which is im-
portant for an 3D AR HMD system.

Fig. 1 AR system.

Copyright c⃝ 2017 The Institute of Electronics, Information and Communication Engineers



966
IEICE TRANS. ELECTRON., VOL.E100–C, NO.11 NOVEMBER 2017

2. AR System

An AR system can be a video see-through system or an op-
tical see-through system [5]. In this section, we respectively
describe the two see-through systems.

2.1 Video See-through System

In a video see-through system, the real world is captured
into a computer as digital data by using a photographing de-
vice such as a camera, and an electronic device displays both
the real information and the virtual information as shown in
Fig. 2 (a). A video see-through system has the advantage of
matching the real information with the virtual information
easily because it can adjust the two sets of information in a
computer. However, a video see-through system has prob-
lems in which the real-world information must be converted
into 2D images in order to be displayed on an electronic
device and the system structure is complicated. Moreover,
there is a visual gap between the real view and the displayed
view. Therefore, a video see-through system is not suitable
for use in an ideal and compact AR system.

2.2 Optical See-through System

In an optical see-through system, we can directly view the
real world with virtual images displayed by an electronic
device through a half mirror or a beam splitter as shown

Fig. 2 See-through method.

in Fig. 2 (b). An optical see-through system has a prob-
lem in which a decline of visibility is caused by substantial
differing in the brightness between the real world and the
virtual object. However, we can view the real world three-
dimensionally, and the system structure is simple in an op-
tical see-through system. Therefore, an optical see-through
system is suitable for use in an ideal and compact AR sys-
tem.

3. Holography

In order for humans to perceive an object three-
dimensionally, it is necessary to satisfy all the visual fea-
tures: accommodation, vergence, and binocular parallax [6].
Holography [7] uses physical phenomena such as interfer-
ence and diffraction of light, so it is an ideal 3D display
technology satisfying all the human visual features in per-
ceiving 3D images mentioned above. Therefore, holography
makes it possible to enable an ideal 3D AR system.

As shown in Fig. 3 (a), an interference pattern is
recorded by interference of object light and reference light,
where the object light is defined as light propagated from
an object to a hologram plane, and reference light is defined
as light irradiating a hologram plane directly. The record-
ing medium is called a hologram. On the other hand, holo-
graphic images are reconstructed by diffraction on a holo-
gram irradiated by reconstruction light as shown in Fig. 3

Fig. 3 Holography.



MURAKAMI et al.: STUDY ON COMPACT HEAD-MOUNTED DISPLAY SYSTEM USING ELECTRO-HOLOGRAPHY FOR AUGMENTED REALITY
967

Fig. 4 Optical system in holography.

(b), where reconstruction light is defined as light with phys-
ical properties equal to the reference light used in the record-
ing process. A holographic image reconstruction is depen-
dent on the color of the light source. In the following sub-
sections, we describe electro-holography and the hologram
data used in this study.

3.1 Electro-Holography

Electro-holography is a holographic technology using an
electronic device such as a liquid crystal display (LCD) to
reconstruct holographic images, and the electronic device
is used to display hologram data. Electro-holography can
display holographic movies and be applied to telecommuni-
cation in contrast to analog holography.

As an optical system in electro-holography, an ordi-
nary optical system and the Fourier transform optical sys-
tem (FTOS) [8] are respectively shown in Figs. 4 (a) and
(b). The FTOS is actually implemented by irradiating par-
allel light waves generated by using a lens and a point light
source. However, the case of irradiating parallel light waves
simply is shown in Fig. 4 (b) for convenience. In the case
of arranging a pixel transmitting and not transmitting light
alternately, the maximum diffraction angle θmax on an elec-
tronic device is derived by the Huygens–Fresnel principle as
shown in Fig. 5, and it is given by

2p sin θmax = λ, (1)

θmax = sin−1

(
λ

2p

)
, (2)

where p is the pixel pitch of the electronic device, and λ is
the wavelength.

Fig. 5 Diffraction on electronic device.

In an ordinary optical system, the visual field angle θ
depends on the maximum diffraction angle θmax on an elec-
tronic device, and it is given by

θ = 2θmax, (3)

= 2 sin−1

(
λ

2p

)
. (4)

As shown in Eq. (4), the visual field in an ordinary optical
system greatly depends on a pixel pitch p of an electronic
device. However, there is currently no electronic device hav-
ing high resolution enabling a wide visual field. On the other
hand, the visual field angle θF in the FTOS is given by

θF = 2 tan−1

(
S
2 f

)
, (5)

where S is the size of the electronic device, and f is the
focal length of the lens. The maximum viewing window
size w in the viewing zone based on the FTOS, is given by

w =
λ f
p
. (6)

As shown in Eq. (5), the visual field angle θF in the FTOS
can be enlarged by the focal length f of the lens used in the
optical system. In addition, the FTOS has the advantages of
removing the 0-th order light and ghost images with a sim-
ple structure. It is suitable for an eyepiece-type holographic
display such as a holographic HMD because it can be used
to view larger holographic images very close to the user’s
eyes. For that reason, we use the FTOS in our proposed
holographic AR HMD system.

3.2 Computer-Generated Hologram

As hologram data displayed on an electronic device, we use
a computer-generated hologram (CGH). It is calculated by
simulating wave propagation using a computer. In CGH cal-
culation, all of the recording processes in holography are
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completed on a computer. Therefore, any object can be
recorded as an interference pattern regardless of whether it
is a real object or a virtual object such as a computer graph-
ics (CG) model.

In this study, CGHs are calculated by the point-based
method [9] shown in Fig. 6. This CGH calculation method is
applicable to any object having a complicated shape because
it regards an object as a cloud of point lights. When an ob-
ject is composed of N point lights, the point-based method
is calculated as follows. The propagation distance from the
i-th point light Pi(xi, yi, zi) on the object to a pixel Ph(x, y, 0)
on the hologram plane is given by

ri(x, y) =
√

(xi − x)2 + (yi − y)2 + zi
2. (7)

Using the propagation distance ri(x, y), the complex ampli-
tude distribution O(x, y) of the object light on the hologram
plane is calculated by

O(x, y) =
N∑

i=1

ai

ri(x, y)
exp {− j(kri(x, y) + ϕi)} , (8)

where ai is the amplitude of the i-th point light, k is the
wavenumber, and ϕi is the initial phase of the i-th point light.
The interference pattern on the hologram plane is calculated
by simulating the wave propagation of reference light hav-
ing physical properties equal to the reconstruction light used
in the optical system with the complex amplitude distribu-
tion O(x, y) of the object light, and CGHs are output as 2D
image data.

Since the holographic images are reconstructed only
at the convergent point of the reconstruction light in the
FTOS, it is necessary to use the depth-free CGH cal-
culation method [10] in the FTOS based on the lensless
Fourier-transform method [11]. The hologram data with this
method [10] are not the same as those of “Fourier Transform
Holography” because the data are not Fourier transform of
the object, and the optical system displays virtual images.
Generally, such hologram data can be obtained by setting

Fig. 6 Wave propagation using point-based method.

the reference light as a convergent spherical light. However,
in this study, a parallel light is used as the reference light
by the method [10] as described below. In the case of re-
constructing the i-th point Pi(xi, yi, zi) on an object, all we
have to do is to transform the point Pi(xi, yi, zi) into another
point P0(x0, y0, z0) by using the depth-free CGH calculation
method. The point P0(x0, y0, z0) is calculated by

z0 = −
f A

f + A
, (9)

x0 = xiz0B, (10)

y0 = yiz0B, (11)

where f is the focal length of the lens, and A and B are given
by

A =
zi( f − D) + D2

zi − D − f
, (12)

B =
A + D − f

A f
, (13)

where D is the distance between the lens and the electronic
device.

Realistic representation is possible using the CGH cal-
culation with the ray tracing method [8]. In this study, we as-
sumed that the device was used as a visual assistant such as
for work support. Therefore, we conducted the experiments
by displaying only simple geometric patterns and characters.

4. Compact Holographic AR HMD System

In this section, we describe the implementation of the FTOS
and the structure of our compact holographic AR HMD sys-
tem.

4.1 Implementation Method of FTOS

In this study, we considered implementing the FTOS sim-
ply to achieve a compact and lightweight structure suitable
for an electro-holographic display. In this subsection, we
describe the implementation method of the simple FTOS in
contrast to the ordinary FTOS. While an ordinary FTOS is
implemented by using two lenses and a point light source
arranged at the focal point of the lens as shown in Fig. 7 (a),
the simple FTOS in our system was implemented by using
only one lens and a point light source arranged at the point
equal to two times the focal length of the lens as shown in
Fig. 7 (b). Using only one lens, the lens on the other side and
the jig used for it are unnecessary, so the optical system be-
comes simpler. As a result, the optical system gets smaller
and lighter, and becomes easier to adjust.

4.2 System Structure

Our compact holographic AR HMD system is shown in
Fig. 8. Figures 8 (a) and (b) respectively show a photograph
and the design of our system. The optical parameters are
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Fig. 7 FTOS implementation method.

Fig. 8 Compact holographic AR HMD system.

Table 1 Optical parameters.

Pixel pitch 12(H) × 12(V) µm
Resolution 960(H) × 540(V) pixels

LCD Active area 11.5(H) × 6.5(V) mm
Color/Mono Red
Gray level 8bits

Wavelength 650 nm
Focal length of lens 40 mm
Size 30(H) × 90(W) × 130(D) mm
Weight 120 g

listed in Table 1. The hologram data are calculated by using
amplitude modulation. The LCD modulates the amplitude
of the reference light with respect to the hologram data.

Our system is based on the FTOS using only one lens
as described in Sect. 4.1. It is a monocular-type system com-
posed of an LCD, a lens, a red laser diode (LD), a mirror,
and a half mirror. The light emitted by the red LD is made
to converge in front of the viewpoint through the lens by ar-
ranging the mirror and the half mirror. This structure is suit-
able for mounting on a person’s head. The half mirror is ar-
ranged between the LCD and the viewpoint to display an AR
scene in the real world as described in Sect. 2.2. The outside
frame is made of aluminium. The size is 30(H) × 90(W) ×
130(D) mm, and the weight is about 120 g. As shown here,
our system implements a holographic HMD that is small and
light. A monocular HMD with a compact and lightweight
structure is suitable for a visual assistance device, and our
system is designed for such a purpose. From Eqs. (5) and
(6), the visual field angle θF and the viewing window size w
are given by

θF = 7.9 [deg], (14)

w = 4.3 [mm]. (15)

Equation (14) shows that our system has a wide visual field.
It is the same as that of a 19-inch display at a depth of 2000
mm. The visual field is two times as wide as that in an or-
dinary optical system because our system is based on the
FTOS. The viewing window size shown in Eq. (15) ensures
natural eye accommodation because it is almost equal to hu-
man pupil size.

5. Experiments and Results

We experimentally evaluated the holographic images and
AR scenes reconstructed by our system. In this section, we
discuss the reconstruction performance and depth accuracy
of our system.

5.1 Reconstruction of Holographic Images

In this experiment, our system reconstructed the four data
sets shown in Fig. 9 as holographic images to evaluate its
reconstruction performance. The data were Japanese and
English texts and wireframe and polygon models. We call
the figure shown in Fig. 9 (d) formed from plane surfaces
a polygon model for convenience in this subsection. The
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Fig. 9 Original data.

Fig. 10 Reconstructed images.

four holographic images were reconstructed at a depth of
500 mm from the viewpoint.

We captured the four holographic images by using a
camera arranged at the viewpoint. These photographs of the
holographic images are shown in Fig. 10. The two holo-
graphic texts shown in Figs. 10 (a) and (b) and the two holo-
graphic models shown in Figs. 10 (c) and (d) were correctly
reconstructed by our system. This shows that our system
can reconstruct holographic images in various shapes using
the point-based method described in Sect. 3.2 because it ex-
presses sharp holographic images composed by a very small
point light. As shown in Fig. 10 (d), the reconstructed image
was bright enough to be seen in an office, and the image was
reconstructed with correct size. The system can be used as
an AR HMD for indoor use.

5.2 Depth Evaluation

In this experiment, our system reconstructed the two holo-
graphic images in the real world to evaluate the depth ac-
curacy. The AR scene displayed by our system is shown in
Fig. 11. The real objects arranged in the AR scene were a
Landolt ring and a Maltese cross at a depth of 500 mm and
2000 mm. The holographic images were arrows with a nu-
merical depth, and the CGHs were calculated in order for
the holographic images to be reconstructed on the respec-
tive real objects. The two pairs of the real object and the
holographic image were arranged at the same depth, respec-

Fig. 11 Experimental environment.

Fig. 12 AR scene.

tively.
We captured the AR scene by using a camera posi-

tioned at the viewpoint. The photographs of the AR scene
are shown in Fig. 12. Fig. 12 (a) shows the case of focus-
ing the camera near the viewpoint at a depth of 500 mm,
and Fig. 12 (b) shows the case of focusing the camera far
from the viewpoint at a depth of 2000 mm. In the two fig-
ures, we can see that the real object and holographic image
focused by camera were cleared, and the other object and
image were blurred. This shows that the two holographic
images were correctly reconstructed at depths of 500 mm
and 2000 mm, respectively. In other words, our system can
reconstruct holographic images at the correct depth over a
wide depth range.

6. Discussion

We successfully developed a small and lightweight holo-
graphic HMD system by using a lens with a short focal
length. However, the use of the lens causes increasing the
sensitivity of the installation error and the distortion of re-
constructed images. It is possible to correct the installation
error can be corrected by using the calibration method in the
CGH calculation [12].

In addition, it takes too long time to calculate to CGH
for practical application. A potential way to solve this prob-
lem is to use parallel computation on a graphics processing
unit (GPU) [13]. A possible solution for CGH animation in-
volving viewpoint movements such as those required in us-
ing a holographic HMD is also proposed [14]. Future work
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thus includes developing a fast CGH calculation method in
order to achieve a practical holographic AR HMD system.

7. Conclusion

In this paper, we proposed a compact holographic AR HMD
system with the aim of developing an ideal 3D AR system.
Our system can reconstruct images at any depth differently
from ordinary AR HMDs because it uses holographic tech-
nology. Therefore, our system can display an ideal 3D AR
scene that enables simultaneous viewing of both a real target
object and a reconstructed image without visual fatigue. In
addition, our system has a compact and lightweight structure
in contrast to conventional holographic HMDs. The experi-
mental results showed that our system can reconstruct sharp
images at the correct depth over a wide depth range. From
the above, we confirmed that a holographic AR HMD sys-
tem can be used as an ideal 3D AR system in the future.
Development of an optical error correction method and a
fast CGH calculation method are needed for this system to
become practical.
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