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Adaptive Circuits for the 0.5-V Nanoscale CMOS Era
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SUMMARY The minimum operating voltage, Vmin, of nanoscale
CMOS LSIs is investigated to breach the 1-V wall that we are facing in
the 65-nm device generation, and open the door to the below 0.5-V era. A
new method using speed variation is proposed to evaluate Vmin. It shows
that Vmin is very sensitive to the lowest necessary threshold voltage, Vt0, of
MOSFETs and to threshold-voltage variations, ΔVt , which become more
significant with device scaling. There is thus a need for low-Vt0 circuits and
ΔVt-immune MOSFETs to reduce Vmin. For memory-rich LSIs, the SRAM
block is particularly problematic because it has the highest Vmin. Various
techniques are thus proposed to reduce the Vmin: using RAM repair, short-
ening the data line, up-sizing, and using more relaxed MOSFET scaling.
To effectively reduce Vmin of other circuit blocks, dual-Vt0 and dual-VDD

circuits using gate-source reverse biasing, temporary activation, and series
connection of another small low-Vt0 MOSFET are proposed. They are dy-
namic logic circuits enabling the power-delay product of the conventional
static CMOS inverter to be reduced to 0.09 at a 0.2-V supply, and a DRAM
dynamic sense amplifier and power switches operable at below 0.5 V. In ad-
dition, a fully-depleted structure (FD-SOI) and fin-type structure (FinFET)
for ΔVt-immune MOSFETs are discussed in terms of their low-voltage po-
tential and challenges. As a result, the height up-scalable FinFETs turns
out to be quite effective to reduce Vmin to less than 0.5 V, if combined with
the low-Vt0 circuits. For mixed-signal LSIs, investigation of low-voltage
potential of analog circuits, especially for comparators and operational am-
plifiers, reveals that simple inverter op-amps, in which the low gain and
nonlinearity are compensated for by digitally assisted analog designs, are
crucial to 0.5-V operations. Finally, it is emphasized that the development
of relevant devices and fabrication processes is the key to the achievement
of 0.5-V nanoscale LSIs.
key words: minimum operating voltage, SRAM, DRAM, FD-SOI, FinFET

1. Introduction

Low-voltage scaling limitations of memory-rich CMOS
LSIs are one of the major problems in the nanoscale era [1]–
[4] because they cause the evermore-serious power crises
with device scaling. The problems stem from two unscal-
able device parameters: The first is the high value of the
lowest necessary threshold voltage Vt (that is,Vt0) of MOS-
FETs needed to keep the subthreshold leakage low. Al-
though many intensive attempts to reduce Vt0 through re-
ducing leakage have been made since the late 1980s [4]–[6],
Vt0 is still not low enough to reduce the operating voltage,
VDD, to the sub-1 V region. The second is the variation in Vt

(that is, ΔVt), that becomes more prominent in the nanoscale
era [1]–[4]. The ΔVt caused by the intrinsic random dopant
fluctuation (RDF) is the major source of various ΔVt com-
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ponents. It increases with device scaling and thus intensifies
various detrimental effects such as variations in speed (and
delay) and/or the voltage margins of circuits, and it signifi-
cantly increases the soft-error rates in RAM cells and logic
gates. To offset such effects, VDD must be increased with
device scaling, which causes an increase in the power dis-
sipation, as well as degrades the device reliability due to
increased stress voltage. Due to such inherent features of
Vt0 and ΔVt, VDD is facing a 1-V wall in the 65-nm gener-
ation, and is expected to rapidly increase with further scal-
ing of poly-Si bulk MOSFETs [1]–[4], as shown in Fig. 1.
To reduce VDD, the minimum operating power supply VDD

(that is, Vmin), as determined by Vt0 and ΔVt, must be re-
duced, while the power supply integrity is ensured. This is
because VDD is the sum of Vmin, ΔVps, and ΔV , where ΔVps

is usually much higher than ΔV in the nanoscale era. Here,
ΔVps is the power-supply droop and noise in the power sup-
ply lines and substrate. The ΔV is the sum of the voltage
needed to compensate for the extrinsic ΔVt due to short-
channel effects and line-edge roughness and of the voltage
needed to meet the speed target. Thus, ΔV depends on the
quality and maturity of the fabrication process and on the
design target, which cannot be specified here. An associ-
ated problem in the nanoscale era is the ever-higher resis-
tance of interconnects [7]–[9]. This is closely related to the
voltage-limitation problem at the chip and subsystem levels,
since it not only degrades the speed of ever-larger chips, but
also affects power supply integrity by increasing ΔVps. As
well, integrity depends on the chip packaging such as 3D
integration [10]. Mixed-signal LSIs present a similar prob-
lem, and special attention must be paid to the analog block
on the chip because it consists of unique circuit configura-
tions and elements, which differ from those of memory-rich
LSIs (Fig. 2(a)). Differential and other circuits need an in-
herently higher VDD to achieve a high gain and/or small off-
set. Moreover, some circuits require larger capacitors and
high-Q inductors. In any event, for the LSI industry in order
to flourish and proliferate, the 1-V wall must be breached
in the nanoscale era. This requires a multidisciplinary ap-
proach since the problem covers different fields, including
devices, circuits (digital and analog), and subsystems.

Concerns relating to adaptive circuits and relevant tech-
nologies to reduce Vmin are addressed in this paper. The fo-
cus will mainly be on memory-rich LSIs, since such LSIs
have usually driven the frontend of scaled devices develop-
ment. Mixed-signal and other types of LSIs will sooner
or later encounter similar problems. The Vmin issue for
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Fig. 1 Trends in VDD and Vmin of high-performance MPUs [3].

memory-rich LSIs is described in the first part of the paper.
First, Vmin, as a methodology to evaluate the low-voltage
potential of MOSFETs, is proposed in terms of a tolera-
ble speed variation, and the general features are described.
Then, the Vmins of logic gates, SRAMs, and DRAMs are
compared, and state-of-the-art SRAM circuits to tackle the
highest Vmin problem of SRAMs are reviewed. After that,
circuits and devices to reduce Vmin to the sub-1 V region
are described. Finally, the Vmin issue for analog circuits in
mixed-signal LSIs is briefly discussed.

2. Low-Voltage Scaling Limitations

If a MOSFET has an average Vt (� Vt0) with a maximum
deviation (ΔVtmax) in Vt from Vt0, the speed variation (Δτ),
that is, the ratio of the slowest speed at the highest Vt to
the average speed at the average Vt (� Vt0) is approximately
given as [1]

Δτ = {1 − ΔVtmax/(VDD − Vt0)}−1.2. (1)

Fortunately, for conventional MOSFETs, Δτ was negligi-
ble up till about the 130-nm-device generation because VDD

is much higher than Vt0 and ΔVtmax is sufficiently small.
In the nanoscale era below the 130-nm-device generation,
however, Δτ rapidly increases with device scaling due to the
ever-increasing ΔVtmax, as shown in Fig. 3. To offset the in-
crease, VDD must be increased, but this results in a continu-
ally increasing VDD with device scaling. If VDD is reduced
under such circumstances, the increase in Δτ becomes catas-
trophic, as seen in Eq. (1).

2.1 Definition of Vmin

In practice, the increase in Δτ must be within a tolerable

(a)

(b)

Fig. 2 (a) LSI composed of logic block and RAM block; (b) features
of blocks [1]. RAM block denotes SRAM block or DRAM block. AB:
Address buffer.

value (Δτ0) for reliable operation. The minimum operating
voltage (Vmin) is the VDD necessary for achieving a tolerable
Δτ0. Thus, Vmin increases with device scaling, as shown in
Fig. 3. Vmin is obtained by solving Eq. (1) for VDD:

Vmin = Vt0 + (1 + γ)ΔVtmax, γ = 1/(Δτ1/1.2
0 − 1),

ΔVtmax = mσ(Vt), (2)

σ(Vt) = Avt(LW)−0.5, and Avt ∝ tox. (3)

For a conventional bulk MOSFET, σ(Vt) = Bvt[tox(Vt0 −
VFB − ΦS )/LW]0.5 ∝ toxN0.25

A (LW)−0.5, where m depends on
the circuit count in the block, σ(Vt) is the standard deviation
of Vt distribution, Avt and Bvt are the Pelgrom and Takeuchi
constants [11], [12], respectively, tox is the inversion electri-
cal gate-oxide thickness, VFB is the flat-band voltage, ΦS is
the surface potential, NA is the impurity concentration of the
channel, and LW is the MOSFET size. The Δτ0 can take two
values, Δτ0(+) and Δτ0(−), corresponding to plus and minus
values of ΔVt. Here, Δτ0(+) will be used after this, simply
expressed as Δτ0.
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Fig. 3 Speed variation τ vs. device feature size, F.

2.2 General Features of Vmin

MOSFETs Governing Vmin: The Vmin of a chip is equal to
the highest of Vmins of the three blocks (logic, SRAM, and
DRAM) in the chip. The Vmin of each block is governed
by the circuit having the highest Vmin in the block. Further-
more, the Vmin of each circuit is governed by the MOSFET
having the highest Vmin in the circuit. Therefore, the Vmin of
each block is eventually determined by the MOSFET having
the highest Vmin in the block. Here, the MOSFET must be
in a major core circuit impacting on power dissipation and
speed of the block that are our major concerns in this paper.
Note that the smaller the MOSFET, the higher its Vmin with
a larger σ(Vt). If a specific MOSFET is used more often in
the block, causing an iterative circuit block, the Vmin of the
MOSFET is statistically higher with a larger ΔVtmax. Fur-
thermore, the larger the CL/W (CL: the load capacitance),
the higher the Vmin with a larger γ. This is because Δτ0

must be smaller as the CL/W is large, so it becomes less
influential in the block speed. For RAMs, the Vmin is also
influenced by operation modes, that is, the non-destructive
read-out (NDRO) and thus ratio operations for SRAMs, and
the destructive read-out (DRO) and refresh operations for
DRAMs. Taking these general features into account, the
MOSFET can be specified as M1 in each circuit in Fig. 4.
Note that the DRAM sense amplifier (SA) operates simpler
than the SRAM cell for lack of any transfer MOSFET de-
spite the same cross-coupled circuit configuration. The de-
tails are in what follows.

For the logic block, the statistical expression for ΔVtmax

in Eq. (2) has some ambiguity, unlike RAM blocks. Each
gate does not work independently and randomly, and some
gates form logical configurations with considerable logical
depth and small fan out (see Fig. 2(b)), enabling the σ(Vt)
to be reduced due to the averaging effect of random varia-
tions. The Vt0 differs for some gates. For example, the well-
known dual-Vt0 logic block combines a low-Vt0 MOSFET

for the critical path and a high-Vt0 MOSFET for the non-
critical paths. The critical path tends to reduce the σ(Vt) due
to the low Vt0 and large MOSFETs necessary to attain high
speed. In addition, the small total MOS width of the path
(typically about 10% of the total for the whole logic block)
effectively reduces the m, so the non-critical paths inevitably
determine the Vmin of the whole block. Furthermore, the
actual MOS size is different, ranging from 4 to 12F2(F is
feature size). To validate the equation even for such a logic
block, however, it is assumed that the logic block consists
of many identical CMOS inverters, in which n/p MOSFETs
have the same Vt0 and size (that is, LW = 8F2 on average).
The Vmin of the logic block calculated under these assump-
tions and using Eq. (2) may be higher than the actual Vmin

including at least the averaging effect. This is also the case
for peripheral logic circuits in RAM blocks because the cir-
cuit configurations are almost the same as those of the logic
block. For array-relevant circuits in RAM blocks, however,
the expression for ΔVtmax is valid since each of the cores
comprises MOSFETs with the same Vt0 and the same size,
and operates independently and randomly.

For SRAMs using the six-transistor (6-T) cell, the Vmin

is equal to the highest of the three Vmin values determined by
cell stabilities at write and read, and tolerable speed varia-
tion at read. The Vmin for write stability can be reduced suf-
ficiently by power control of pMOSFET loads [26], [27] for
a wider write margin, as explained in Sect. 2.4. The Vmin for
read stability can also be lowered by reducing the word-line
voltage from VDD [60], as will be mentioned later. Hence,
the Vmin of SRAMs is determined by the speed variation of
the transfer MOSFET. Unfortunately, the MOSFET always
involves a slow and wide speed variation. The drawbacks
come from the smallest MOSFET and the source voltage
raised from ground (VS S ) level, caused by a ratio opera-
tion of the transfer and driver MOSFETs, and the largest
Vt0 variation due to the largest MOSFET count. The Vmin

can be calculated with Eq. (2) on the assumption that the
source stays at 0 V during read operations, although this as-
sumption makes the Vmin lower than the actual Vmin taking
the raised source voltage into account. Here, the size of the
transfer MOSFET is assumed to be 1.5F2. The Vt0 is also
assumed to be the same as those of cross-coupled MOS-
FETs shown in Fig. 5(a), since their leakage currents must
be comparable in conventional designs.

For DRAMs, the DRO calls for restoring of the cell
[4] by utilizing the amplified signal by SA. It takes a long
time because a small read signal must be amplified to a
full VDD on the heavily capacitive data line, requiring a
small Δτ0 and thus high Vmin for confining the array speed
within a tolerable value. Moreover, the refresh operation
calls for simultaneous restoring of many cells along the se-
lected word line. This involves charging and discharging of
many heavily capacitive data-lines and operations of many
SAs at a high voltage, causing high power. If the full-VDD

sensing (i.e., full-VDD data-line precharging) is used, and
activation of cross-coupled nMOSFETs in an SA precedes
that of cross-coupled pMOSFETs [1], [4], Eq. (2) is appli-
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(a) (b) (c)

Fig. 4 (a) Inverter, (b) 6-T SRAM cell, and (c) DRAM sense amplifier.

(a) (b)

Fig. 5 (a) Leakage vs. Vt0 for various blocks; (b) trends in tox and Avt [3].

cable to M1. The challenge of the full-VDD sensing, how-
ever, is to generate a stable and reliable reference voltage
for signal discrimination [4]. If it is difficult to accomplish,
the conventional mid-point sensing [4] (i.e. half-VDD data-
line precharging) must be used instead, although the sensing
doubles the Vmin of full-VDD sensing. A remedy for the dou-
bled Vmin problem will be discussed in Sect. 3.1. Note that
others are not core circuits. DRAM cells adopt the well-
known word bootstrapping to perform a full-VDD write of
the cell [4], in which the word-line voltage is higher than the
sum of the highest data-line voltage and the Vt of the cell
transfer MOSFET. Therefore, to be exact, the word driver
can have the highest Vmin in the block. However, the driver
quickly drives the word-line with a large MOSFET, and less
contributes to power dissipation of the block because only
one word diver is activated, unlike SAs. Moreover, in the
past, DRAMs have solved the high voltage problem by us-
ing high-voltage tolerant word drivers [4]. Furthermore, al-
though the transfer MOSFET has the largest ΔVtmax in the
block due to the largest size/count, it never dominates the
block speed. In fact, the developing speed of cell signal on

the data line is quickly and insensitive to the Vt-variation
thanks to a small voltage swing needed on the data-line and
the word-bootstrapping. In any event, the full-VDD sensing
is assumed in the following, and the size of the nMOSFET
is also assumed to be 15F2.
Lowest necessary Vt(Vt0): The lowest necessary Vt for
the above-described MOSFETs depends on subthreshold-
leakage specifications. Figure 5(a) plots the leakage ver-
sus Vt0 and was prepared using previously reported SRAM
data [13] for a device feature size of 130 nm. Note that Vt0

is an extrapolated value that is familiar to circuit design-
ers [5]. It is the sum of constant-current Vt (nA/μm) that is
familiar to device designers and 0.3 V [5]. Moreover, the
total MOS size, which governs subthreshold leakage, is as-
sumed to be 16 × 106F2 for 1-Mgate logic if a gate gener-
ates leakage from two MOSFETs with an average size of
8F2; 3.5 × 106F2 for 1-Mb SRAM if a 6-T cell generates
leakage from the two MOSFETs (total LW = 3.5 F2) of four
cross-coupled MOSFETs in the cell; and 2 × 106 F2 for
64-k DRAM SAs, which contribute to leakage in the active
standby mode if each SA generates leakage from two MOS-
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FETs with an average LW of 15 F2 for each. Obviously, the
Vt0 depends on the leakage. If the tolerated leakage is about
1 to 100 mA for a 1-Mgate logic block, 0.5 to 70 mA for
a 1-Mb SRAM, and 0.15 to 20 mA for 64-k DRAM SAs,
the Vt0 is between 0.2 V (for high-speed designs) and 0.4 V
(for low-power designs). However, the leakage of the chip
increases as logic gate and memory integration in the chip
increases. Many reduction circuits have been developed for
offsetting the increase, as exemplified by power gating with
power switches [1]–[4]. Further reduction in Vt0, however,
requires the development of innovative low-leakage circuits.
Parameter γ: This parameter strongly depends on the toler-
able speed variation, Δτ0. In general, the logic block needs a
small Δτ0 (that is, large γ) because the timing control must
be quickly and stringently managed so as to meet the tar-
geted speed from one flip flop (FF) to the other at every
combinational logic stage (Fig. 2(a)). The speed is usually
one clock latency when measured in terms of the neces-
sary number of clocks. In contrast, for RAM blocks, such a
quick and stringent timing control is extremely difficult be-
cause of a large physical memory array, which inherently
contains large delay components throughout the array. This
difficulty occurs to the SRAM cell and the DRAM SA, each
of which dominates the block speed with a large CL/W. For
example, a small transfer MOSFET in an SRAM cell must
discharge a heavily capacitive data (bit) line, which takes a
long time. Unfortunately, the discharge time varies greatly
due to a wide variation in the Vt of the MOSFET and the ra-
tio operation. The discharging signal must be aligned with a
column clock (clk’ in Fig. 2(a)), waiting for the signal from
the slowest cell, so that the signal transferred to I/O is dis-
criminated correctly. Such an operation unavoidably toler-
ates a two-clock latency, as typically seen in actual designs,
as a result of giving up one-clock latency that requires an
extremely high Vmin to offset the speed variation. This is
also the case for DRAM SAs. Therefore, γ = 3.09 and Δτ0

= 1.4 for the logic block and γ = 2.09 and Δτ0 = 1.6 for
the SRAM and DRAM blocks are used here, with practical
designs taken into account.
Maximum deviation, ΔVtmax: The number m ranges from
4.9 to 6.0 for 0.6- to 320-Mgate logic blocks, from 5.2 to
6.3 for 4-Mb to 2-Gb SRAMs, and from 4.8 to 5.9 for the
16-Mb to 8-Gb DRAMs connecting 64 cells to an SA [4].
It also depends on the repairable percentage, r, for RAMs.
For the upper limit of r (that is, 0.1% for SRAMs and 0.4%
for DRAMs), attained by a combination of error correcting
code (ECC) and redundancy, m is reduced to about 3.29 for
SRAMs and to about 2.88 for DRAMs [1], [2]. Note that, for
a conventional bulk MOSFET, σ(Vt) also depends on Vt0, as
mentioned above. For VFB = −0.9 V and ΦS = 0.8 V, σ(Vt)
is reduced to 0.45 of σ(Vt = 0.4 V), when Vt0 is reduced
from 0.4 to 0 V. Furthermore, σ(Vt) depends on Avt and F2,
as expected from Eq. (3).

The expected trends in tox and Avt are plotted in
Fig. 5(b). For 130-nm poly-Si gate bulk nMOSFETs [14],
[15], Avt is about 4.2 mV·μm when Vt0 and tOX are 0.30 to
0.45 V and 2.1 to 2.4 nm, respectively. The most advanced

planar MOSFETs in the 45-nm generation have a low Avt
(1.0 to 2.5 mV·μm) [16]–[18] with high-k metal-gate ma-
terials for a thinner tOX and/or a fully-depleted silicon-on-
insulator (FD-SOI) structure for a smaller NA. Figure 6 plots
trends in the σ(Vt) for three values of Avt [3]. Obviously, the
σ(Vt) of each block rapidly decreases with Avt.

2.3 Comparison of Vmin for Logic Block, SRAMs, and
DRAMs

Figure 7 compares the Vmin for the logic block and repaired
RAMs for three values of Avt [3], showing the strong de-
pendence of Vmin on Avt. For Avt = 4.2 mV·μm, the Vmins of
the logic and SRAM blocks were almost the same but still
high, reaching an intolerable level of about 1.5 V in the 32-
nm generation. For Avt = 1.5 mV·μm, however, they were
reduced to less than 1 V even in the 22-nm generation. Ob-
viously, the Vmin of DRAMs is the lowest due to the smallest
σ(Vt) and fewer SAs. The prime concern is the SRAM be-
cause its Vmin is actually the highest when repair techniques
are not used and the raised cell-node voltage is taken into
consideration.

2.4 State-of-the-Art SRAM Circuits

Recent research on high-speed 6-T SRAMs has focused on
widening the voltage margin at a fixed operating voltage of
around 1 V rather than reducing Vmin and thus VDD. Manag-
ing the power of the cell is an effective way of tackling the
rapidly degrading voltage margin caused by an ever increas-
ing σ(Vt), despite a lithographically symmetric cell layout
being used [4]. Figure 8 illustrates three practical 6-T cells
using power management and an 8-T cell. The one shown
in (a) has a cell supply voltage higher than the data-line
voltage, VDL. The combination of a low-Vt(VtL) transfer
MOSFET and a negative word-line scheme [19] results in
a read margin wider than that of a high-Vt (VtH) transfer
MOSFET and boosted word-line scheme [20] combination.
This is because the low Vt reduces theσ(Vt) for conventional
MOSFETs. In this scheme, as the data (bit)-line voltage can
be scaled in accordance with MOSFET scaling in the pe-
ripheral circuits, high density and low power are achieved
for data-line-relevant circuits. A reduced word-line voltage
scheme in accordance with the Vt0 of the transfer MOS-
FET [60] has also been proposed to widen the read mar-
gin. Dynamic power control of the driver nMOSFET [13],
[21]–[23] (Fig. 8(b)) or load pMOSFET [24], [25] reduces
the Vt of the MOSFETs in active mode (ACT) while reduc-
ing leakage in standby mode (STB) with increased Vt (=
δVt) due to the body bias effects. Power control of pMOS-
FET loads (Fig. 8(c)) [26], [27] to increase load impedance
during write periods improves the write margin. It has been
reported that 8-T SRAM cells (Fig. 8(d)) [28] widen the read
and write margins due to separation of the read and write
functions in a cell. This is true for the selected cell. How-
ever, the half-selection problem is always involved for the
non-selected cells along the selected word line. A read op-
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(a) (b) (c)

Fig. 6 Trends in σ(Vt) for (a) Avt = 4.2 mV·μm, (b) Avt = 2.5 mV·μm, and (c) Avt = 1.5 mV·μm [3].

(a) (b) (c)

Fig. 7 Vmins for the logic block and repaired RAMs for various MOSFETs having (a) Avt = 4.2 mV·μm,
(b) Avt = 2.5 mV·μm, and (c) Avt = 1.5 mV·μm [3].

eration is performed using read path M4–M5 without ratio
operation of M1 and M2, unlike for the 6-T cell. M1 can
thus be enlarged for a wider write margin of the selected
cell while M2 is kept the same, resulting in a tolerable in-
crease in cell size. However, half-selected cells are all read,
necessitating the ratio operation of M1 and M2, while the
selected cell is written. The reduced ratio of M1 and M2

for the non-selected cells, however, tends to cause destruc-

tive read operations due to the reduced margin. Therefore,
application of the 8-T cell is strictly limited to wide bit con-
figurations, in which all cells along the same word line are
simultaneously written.

Shortening the data line [29] reduces the Vmin of the 6-
T cell because a large speed variation Δτ0 is allowed. For
example, if the data-line length is halved to increase Δτ0

from 1.6 to 3.6, Vmin is reduced, as shown in Fig. 9(a). Us-
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Fig. 8 Practical schemes to maintain voltage margin of SRAM cells: (a)–(c) for 6-T cell, and (d) for
8-T cell.

(a) (b)

Fig. 9 (a) Vmin of 6-T cell: (a) shortening data line and (b) up-sizing.

ing the largest MOSFET possible (i.e., up-sizing) [13], [23]
in the 6-T cell also reduces Vmin with reduced σ(Vt). For
example, if the channel lengths of all MOSFETs are scaled
down while keeping the channel widths fixed, such as in the
90-nm generation (where LW ∝ F with W fixed at 90 nm;
Fig. 9(b)), the increase in Vmin can be suppressed. In con-
trast, with conventional scaling (that is, LW ∝ F2), Vmin

rapidly increases as F decreases. The cell size (Fig. 10) of

the W-fixed approach, however, is gradually reduced since
all Ws in the cell are fixed at each generation. Thus, the size
becomes equal to that of an 8-T cell having a size of 156 to
185F2 in the 45-nm generation, while conventional scaling
reduces cell size more rapidly (that is, to 120F2). In prac-
tice, the sizes of MOSFETs in a 6-T cell can be adjusted
between the two approaches, so the Vmin is between about
0.6 and 1 V in the 32-nm generation for Avt = 2.5 mV·μm,



ITOH et al.: ADAPTIVE CIRCUITS FOR THE 0.5-V NANOSCALE CMOS ERA
223

Fig. 10 Cell size of 6-T and 8-T cells [3].

as seen in Fig. 9(b). The investigation suggests that mul-
tiple cell sizes and types combined with multi-VDD opera-
tion on a chip are feasible, depending on the length of the
data line and the required memory chip capacity. For ex-
ample, for a small-capacity SRAM, in which overhead due
to the use of ECC is intolerable but a larger cell size is tol-
erable, up-sizing of MOSFETs in the cell enables low-VDD

operation. For a large-capacity SRAM necessitating a small
cell size, repair techniques and/or a dedicated high-voltage
supply are a viable solution. However, even if VDD can be
managed so that it remains at about 1 V even in 45- to 32-
nm generations, it will still continue increasing, especially
for conventional scaling aiming at higher density, as long as
conventional MOSFETs are used.

3. Challenges to Low-Voltage Circuits and Devices

If the Vmin of each block needs to be lowered by a factor
of at least α−0.5 (α: scaling factor > 1) by device scaling,
and given the past trends (Fig. 1), both Vt0 and ΔVtmax must
be scaled down by the same factor, as predicted by Eq. (2).
Thus, repair techniques for RAMs, shortening the RAM
data lines, and relaxed size scaling and up-sizing of MOS-
FETs, as described above, are crucial. In addition, a real
challenge is to develop low-Vt0 circuits. To minimize Vmin,
Vt0 must be made much lower than that in Fig. 5(a), which
means that leakage must be drastically reduced. Another
challenge is to develop new MOSFETs suitable for low-
voltage operations, such as small-Avt MOSFETs for small
σ(Vt) and/or σ(Vt)-scalable MOSFETs. Indeed, conven-
tional poly-Si gate MOSFETs having an Avt as large as 2.5
to 4.2 mV·μm are of no use in reducing Vmin, as mentioned
above.

3.1 Dual-VDD, Dual-Vt0 Circuits

Low-Vt0 MOSFETs in a circuit reduce the Vmin of the circuit,
thus enabling the use of low VDD, as mentioned above. Their
major challenge is to reduce the resultant leakage. Three
examples of such circuits will be discussed here. They are
logic circuits utilizing gate-source reverse biasing, a low-
Vt0 temporarily activated DRAM pre-amplifier, and power
switches using series-connected small low-Vt0 MOSFETs.
Here, Vt0 is defined as the sum of Vt0 (nA/μm) and 0.3 V, as
explained previously.
Logic Circuits: One way to reduce the resultant leakage is
to make the Vt0 effectively high. Obtaining an effectively
high Vt0, despite a low actual Vt0, can be achieved by using
the gate-source reverse biasing with the help of a high VDD

provided by a high-VDD, high-Vt0 circuit. This necessitates
the use of a dual-VDD, dual-Vt0 circuit and a dynamic cir-
cuit configuration. The Vmin of the whole circuit is higher
because it is equal to that of the high-VDD, high-Vt0 cir-
cuit. This dual circuit, however, is extremely vital to re-
duce power dissipation if low-VDD, low-Vt0 MOSFETs are
used in the outputs of inherently high-power circuits, such as
the buffers, for driving heavy capacitive loads. For a given
power dissipation, the use of such a circuit effectively re-
duces the Vmin of the whole circuit. Figure 11(a) shows
the concept of dual-VDD (VDD; VDL < VDD) and dual-Vt0

(VtH ; VtL < VtH) dynamic circuits using gate-source (G-S)
reverse biasing [30]. It works with a large difference in Vt0,
as exemplified by a high Vt(VtH) of 0.4 V and a low Vt(VtL)
of zero. For example, reverse biasing is applied to a VtL-
pMOSFET during inactive periods with the help of a higher
power supply. As a result, a sufficiently high Vt0(Vteff ), de-
spite a low-actual VtL, is obtained, thereby reducing leakage
during inactive periods. Even so, the gate-over-drive voltage
(effective gate voltage, Vgeff ) is maintained at a high level
during active periods. Thus, Vt0 can be scaled by adjusting
the gate-source bias. Note that even depletion (normally on)
MOSFETs (i.e., D-MOSFETs) can be used, as long as the
MOSFET is cut by using a sufficiently high VDD.

Figure 11(b) illustrates application of this concept to a
self-resetting inverter [31]–[34]. When M1 is on, the output
goes to low, and the gate of M2 becomes low, so M2 drives
the output to VDL. Subsequently, M2 is kept off because a
high-VDD, high-Vt0 CMOS inverter chain drives the gate to
VDD, so the gate-source is reverse biased by VDD −VDL. Al-
though a leakage flows at the first inverter in the chain when
output is at VDL, it is small due to the small W. Figure 12(a)
shows another application — to a dynamic inverter (D-INV)
with a VDD-clock, CK, [1], [3], [35], in which a low Vt0, VtL,
is assigned only for input detector M1 and output driver M3.
Node N and output OUT are at VDD and zero, respectively,
during inactive periods, while M3 is off owing to reverse
biasing by VDD − VDL. Once the CK enables the set of dif-
ferentially driven VDL-inputs (IN, /IN), N is discharged in
case of 0-V IN, causing M3 to drive the output to VDL while
cutting off M4. Here, the substrate of M3 is connected to
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(a) (b)

Fig. 11 Dual-VDD , dual-Vt0 circuits using gate-source offset driving: (a) concept behind gate-source
offset driving [3] and (b) self-resetting inverter [3].

(a) (b)

Fig. 12 (a) Dual-VDD and dual-Vt0 dynamic inverter (D-INV) [35]; (b)
conventional high-Vt0 static inverter (S-INV).

VDD to eliminate an additional well isolation. The concept
of D-INV is widely applicable to NAND, NOR, and other
logic circuits [1]. When compared with the conventional
static inverter (S-INV, Fig. 12(b)) with the assumption of a
fixed total width of 700 nm for both output inverters, the D-
INV reduces delay to 0.49 (i.e., 0.78 to 0.38 ns) for VDL

= 0.2 V, Vt0(M3) = −0.2 V (i.e., depleted), and Vt0(M1) =
0.1 V, while reducing power dissipation to 0.18 (i.e., 138 to
25 nW at a 20-ns cycle time), as shown in Fig. 13. Thus, the
power-delay product is reduced to about 0.09. The D-INV
further improves performance when driving a larger load ca-
pacitance.
DRAM Sense Amplifier: Second way to reduce the leak-
age is to temporarily activate the low-Vt0 circuit while leav-
ing the subsequent low-leakage operations to a high-VDD,
high-Vt0 circuit. This concept is vital to reduce the Vmin of
DRAMs using the mid-point sensing. The mid-point sens-
ing (i.e., half-VDD data-line precharging) has widely been
used for DRAM products due to advantages of generation of
a stable reference level, low power and low noise [5]. Unfor-
tunately, however, the sensing doubles the Vmin of the full-
VDD sensing because the VDD in Eq. (1) is regarded asVDD/2,
making the Vmin equal to 2(Vt0 + (1+γ)ΔVtmax). In principle,
even for the mid-point sensing, the Vmin is maintained to the
same, if Vt0 and ΔVtmax are halved.

Figure 14 compares two mid-point sensing schemes;
the conventional sensing and a new sensing using the above-

described concept [36], [37]. The conventional sensing
(Fig. 14(a)) necessitates using a dual-VDD (a half-VDD and
VDD in this case) and a high-Vt0 SA for performing two
functions, sensing and data holding. In this sensing, a small
signal, vs, is read out on the floating data line after the data
line is precharged to a half-VDD level and then amplified by
activating the SN. After that, the amplified signal is latched
and held in the SA by activating the SP. Therefore, for the
nMOS M in order to turn on when the SN is activated, VDD/2
must be higher than the Vt. Since the Vt must be higher than
0.35 V for the succeeding low-leakage data holding, VDD

must be higher than 0.7 V. The circuit shown in Fig. 14(b)
features separation of sensing and data holding with two
SAs [36]: a low-Vt0 temporarily activated pre-amplifier (PA)
for low-voltage, low-leakage sensing, and a conventional
high-Vt0 SA for low-leakage data holding. After amplify-
ing the signal by applying a short pulse, P, the low-Vt0 PA is
turned off to cut the leakage path. The high-Vt0 SA is then
activated to latch and hold the amplified signal. In this man-
ner, low-voltage sensing and low-leakage data holding are
simultaneously performed. To be more precise, the PA stops
amplification when DL drops to Vt0(MP), enabling the sig-
nal to be finally amplified to Vt0(MP). For the high-Vt0 SA
in order to successfully latch the amplified signal, Vt0(MP)
must be higher than the offset voltage of the high-Vt0 SA.
This voltage is usually less than 0.2 V. Therefore, Vt0(MP)
must be higher than 0.2 V, and the PA thus turns on when
the half-VDD is higher than 0.2 V. This implies that VDD can
be reduced to 0.4 V, which is almost half the voltage of a
conventional SA. In addition, a low-offset-voltage PA can
be achieved owing to a low-Vt0 MP. The area penalty is
2.2% for a 128-Mb DRAM [36].
Power Switches: Third way to reduce the leakage is to con-
fine the leakage with series-connected small leaky (that is,
low-Vt0) MOSFETs. The applications to power switches are
particularly vital, considering key roles of power switches
in the nanoscale era. The details are in what follows. Small
cores and chips, new architectures such as multi-core MPUs,
and 3-D thermally conscious small-chip integration with
high-density through silicon vias (TSVs) [10] will enable
the development of compact subsystems, which, with their
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(a) (b)

Fig. 13 (a) Delay and (b) power dissipation of dynamic inverter (D-INV) compared with those of the
conventional static inverter (S-INV): For D-INV, Vt0 (M1) = 0.1 V, Vt0 (M3) = 0 or −0.2 V, and Vt0s of
others are all 0.3 V. VDD = 0.5 V, CL = 20 fF + 4MOSFETs, and W of each MOSFET is given as numeral
in nm in Fig. 12 for L = 65 nm. For S-INV, VDD and Vt0s are fixed to be 0.5 V and 0.3 V, respectively.

(a) (b)

Fig. 14 (a) Conventional sense amplifier and (b) dual sense amplifier
[5], [36], [37].

reduced wire-length distributions, are the key to overcom-
ing the interconnect-delay problem in the nanoscale era.
They will also ensure power-supply integrity throughout the
subsystem, making low-VDD operation possible with a re-
duced difference between VDD and Vmin. For such subsys-
tems, drastically reducing the memory array area is partic-
ularly important since the array dominates the core or chip.
Connecting small cores, each embedding a large-capacity
DRAM, with low-resistive global interconnects and meshed
power-supply lines, as found in the multi-divided array of
modern DRAMs [5], will enable achievement of high-speed,
multi-core LSIs [45], [46]. For example, a hypothetical 0.5-
V 16 k-core LSI accommodating as many as 320-Mgate
logic and 8-Gb DRAMs on a 10 × 10 mm2 chip would be
feasible in the 11-nm generation although the real chal-
lenge will be to find applications that can fully utilize such

a powerful multi-core chip. Each homogeneous core, in-
cluding 20-kgate logic and 512-Kb DRAM with a 5F2 cell
[3], would be less than 56 × 56 μm2. The main challenges
are to develop redundant cores and a low-Vt0 power switch.
Note that the switch must sufficiently reduce the leakage of
the core in the inactive mode. In addition, it must provide a
large enough active current to the core with a channel width
much less than the total width of the internal MOSFETs to
minimize the area overhead. Furthermore, it must enable
low-VDD, high-speed, core-to-core hopping. The require-
ments impose uses of multi-VDD, multi-Vt0 circuits on the
core.

Figure 15 compares three power switches designed for
application to an internal low-Vt0 core. To maximize the
leakage reduction with the body bias effects [5], the sub-
strates of the p- and nMOSFETs in the core are connected
to VDD and VS S , respectively. The switch in (a) is a conven-
tional high-Vt0 nMOS (MS ) power switch (SW1), the gate
of which is driven at VDD swing. In the inactive mode (i.e.,
power shut down mode), it sufficiently cuts the core leak-
age. The channel width, W(MS ), must be wide enough to
provide a large active current to the core because of the re-
duced gate over-drive voltage (=VDD − Vt0). In addition, a
large VDD swing in the heavy capacitive internal power line,
NS , results in long discharge and recovery times and high
power dissipation during fast cycling of the switch. The
noise coupled to other conductors at the transients may in-
crease. Fast core-to-core hopping is thus prevented. More-
over, each node loses its logic state because it is completely
discharged, meaning that a data latch is needed at the node
in some cases.

The second switch (b) is a low-Vt0 nMOS (MS ) power
switch (SW2). In the inactive mode, the NS voltage, VNS , is
adjusted so that the total leakage from all the n- and pMOS-
FETs in the core is reduced to the value of the current of
the leaky MS at VGS = 0. This reduction stems from the
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(a) (b) (c)

Fig. 15 (a) Conventional high-Vt0 power switch (SW1), (b) low-Vt0 power switch (SW2), and (c)
differentially-driven power switch (SW3) [3]. VDD = 0.5 V.

body bias effects and leakage characteristics of MOSFETs.
For the nMOSFETs, the leakage is reduced as a result of in-
creasing Vt0 by raising VNS . The supply voltage of the core
is thus reduced to VDD − VNS . Note that the reduced sup-
ply voltage is simply the drain-source voltage, VDS , of the
switched-off pMOSFETs. The leakage of the pMOSFETs
is thus reduced since it is reduced with the reduction in VDS

unless VDS is sufficiently high [4]. In any event, MS can
supply more current to the core in the active mode due to
the low Vt0, or W(MS ) can be smaller for a given supply
current. Moreover, discharge and recovery times and power
dissipation are reduced owing to reduced voltage swing. If
VDD − VNS > Vmin(h), the logic state is held, where Vmin(h)
is the minimum supply voltage necessary to hold the logic
state.

The third switch (c) is a differentially driven low-Vt0

pMOS/nMOS (MD, MS ) power switch (SW3). Leakage for
both the n- and pMOSFETs is reduced due to the body bias
effects more than for SW2. The differential operations of the
internal ND and NS power lines at reduced swing results in
short discharge and recovery times and low power dissipa-
tion. Differential operation occurs when the off-currents of
MS and MD are equal. The internal logic state is preserved if
the internal supply voltage (i.e., voltage difference between
ND and NS ) is higher than Vmin(h). However, W(MS ) or
W(MD) is always wider than that of the other two switches
for a given internal supply, VND − VNS , because the two
switches use series connection. Note that a boosted gate
voltage, VDH , is applied to the gate of MS to increase the
supply current and to the gate of MD to reduce the leakage.
Since this means utilizing the gate-source back biasing, a
multi-VDD, multi-Vt0 circuit is required.

Figure 16 compares the simulated internal waveforms
for the three switches under the assumption of a 20-kgate
core using 65-nm MOSFETs. The W,Vt0, and gate volt-
age of the switch MOSFETs were selected so as to provide
almost the same and sufficient active current to the core.
The Vt0 and total channel width, Wt, of the core MOSFETs
were 0.2 V, and 12.8 mm for the nMOSFETs and 0.2 V and
9.6 mm for the pMOSFETs. The Vt0 and W(MS ) were 0.3 V
and 2.6% of Wt, 0.087 V and 1.2%, and 0.178 V and 2.6%

Fig. 16 Simulated internal waveforms of a 65-nm 20-kgate core.

for SW1, SW2, and SW3, respectively, while those of MD

were −0.2 V (depleted) and 3.4%. A Vmin(h) of 0.2 V was
assumed. For example, the recovery time was 40 ns for
SW1, 16 ns for SW2, and 9 ns for SW3 for a given tran-
sient peak current that was done by adjusting the rise or fall
time of the gate pulse applied to the switch MOSFET. The
leakage was 34 μA for SW1, 410 μA for SW2, and 160 μA
for SW3. Obviously, SW2 is better than SW1 in terms of
area, recovery time, and power dissipation despite the larger
leakage. SW3 is the fastest, and its power dissipation is the
lowest with moderate leakage despite a larger switch area.
These switches are thus applicable to various types of power
switches corresponding to their respective advantages. All
three switches were quite fast even for 60-nm devices. Their
performance might be further enhanced if 11-nm devices
were used.
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Fig. 17 Comparisons of scaling between planar MOSFET and FinFET [3].

3.2 Low-Voltage MOSFETs

Small-Aut MOSFETs: The most effective way to reduce
Vmin by means of devices is to use small-Avt MOSFETs
such as high-k metal-gate MOSFETs and/or FD-SOI MOS-
FETs. Recently, considerable development effort has been
directed toward planar FD-SOI devices and fin-type field ef-
fect transistors (FinFETs) [38]. Of the many proposals, FD-
SOI MOSFETs with an ultra-thin (UT) BOX (buried oxide)
layer, called SOTB (silicon on thin box) MOSFETs [18],
[39]–[41], [47], are particularly promising because they can
be applied with minimal changes to current bulk CMOS de-
vices. In addition to the small Avt and excellent short chan-
nel effects, they enable multiple Vt0 values to be obtained
by adjusting the doping of the substrate under the UT-BOX
layer and enable the inter-die Vt0 variation to be compen-
sated for by substrate bias (VBB) application through the UT-
BOX layer. Here, the VBB is usually generated by an on-chip
VBB generator using a charge pump. To generate a stable
VBB, however, the substrate current, IBB, must be small suf-
ficiently, since the charge pump has poor current drivability.
Unfortunately, the IBB of conventional bulk CMOS devices
is inherently large, making VBB unstable and thus the on-
chip VBB approach extremely difficult to achieve. The pn-
junction structures of the drain/source and the higher Vmin

and thus a higher VDD of the bulk CMOS, as explained ear-
lier, are responsible for the large IBB. Thus, for the bulk
CMOS devices, off-chip compensation may be unavoidable
although it is unsuitable for general purpose use. In con-
trast, for SOTB MOSFETs, the UT-BOX layer stops the IBB,
so the pump generates a stable VBB of over 1 V, making the
on-chip VBB approach possible.

The use of FinFETs [3], [41] enables the use of an
ultra low-dose channel and a wide-channel built-in struc-
ture. Thus, it achieves not only a higher density and higher

drive current but also minimizes σ(Vt) with minimized Avt
and maximized W. It even enables σ(Vt)-scalable MOS-
FETs to be achieved, as explained in the next section. It
also enables achievement of high-density MOS capacitors,
logic-process-compatible DRAM cells [41], and tiny two-
dimensional selection DRAM cells [3]. Thus, it may one
day breach the low-voltage, high-density limitations of con-
ventional bulk CMOS devices if relevant devices and pro-
cesses are developed. The use of FinFETs may increase
intra-die Vt0 variation, which would impose a need for strin-
gent control of shape uniformity on the FinFET. Here, dif-
ficulty in compensating for the inter-die Vt0 variations can
be resolved by means of VBB control if a UT-BOX structure
[41] is used.
σ (Vt)-Scalable MOSFETs: If all feature sizes of a planar
MOSFET are scaled down by a factor of 1/α, as illustrated in
Fig. 17, Vmin scaling at α−0.5, which is the aim of this work,
imposes an intolerable scaling factor of α−1.5 on Avt because
of the rapid scaling of LW at α−2. Even if the scaling factor
of Avt is reduced to the more practical value of α−0.5, Vmin in-
creases by a factor of α0.5. Furthermore, Vmin remains con-
stant even with Avt scaling as large as α−1. However, the
vertical structure provided by FinFETs [3], [38], [42] yields
a new scaling law for σ(Vt), mitigating the requirement to
Avt. This is because this structure enables LW to be kept con-
stant or even increased when the fin height (that is, channel
width W) is scaled up despite channel length L being scaled
down. This can be done without sacrificing MOSFET den-
sity. This up-scaling is done in accordance with the degree
of Avt scaling, so σ(Vt) and thus Vmin are scaled down. For
example, if Avt is scaled down at α−0.5, σ(Vt) can also be
scaled down by the same factor because LW is preserved as
a result of the factor of α−1 or α−0.5 for L, and α or α0.5 for
W. Such FinFETs enable high-speed operation not only due
to the large drive current but also the shorter interconnects
deriving from the vertical structures. However, the aspect
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(a) (b)

Fig. 18 Expected trends in σ(Vt) for (a) low-power designs and (b) high-performance designs [3].

(a) (b)

Fig. 19 Expected trends in Vmin for (a) lower-power designs and (b) high-performance designs [3].

ratio (W/L) of FinFETs increases with device scaling. For
example, it is as large as 4 to 16 in the 11-nm generation,
as shown in Fig. 17. Note that structures with such large as-
pect ratios might be possible to achieve, taking the history
of DRAM development into account. In DRAMs, the aspect
ratio of trench capacitors has increased from about 3 in the
early 1980s to as much as 70 for modern 70-nm DRAMs
[43], [44]. In addition, the ratio is almost halved for a given
W if a sidewall process [41] is used. Even if the resultant W

is still unnecessarily large and thus increases power dissipa-
tion for a load dominated by the gate capacitance, the side-
wall process further halves the W by splitting a MOSFET
into two independent MOSFETs [41]. For a load dominated
by wiring capacitance, the large W due to FinFETs enables
a high speed.

On the basis of the MOSFET scaling, we can pre-
dict the Vmin for future blocks, assuming that the Avt in the
45-nm generation, the Avt scaling factor for further device
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scaling, and Vt0 are 2.5 mV·μm, α−0.5, and 0.4 V for low-
power designs, and 1.5 mV·μm, α−1, and 0.2 V for high-
performance designs (see Fig. 5(b)). The constant LW in
Fig. 17 is also assumed for FinFETs. Obviously, the use
of FinFETs enables σ(Vt) to be scaled down for both de-
signs, as seen in Figs. 18(a) and (b), while planar MOSFETs
remain at a fixed σ(Vt) even for high-performance designs
with α−1 scaling, as expected. Therefore, for low-power de-
signs (Fig. 19(a)), FinFETs reduce Vmin to about 0.65 V for
the logic block and SRAMs and to about 0.46 V for DRAMs
in the 11-nm generation. Such high Vmins result from using
a high Vt0 of 0.4 V. If Vt0-scalable, low-leakage circuits, and
power switches tolerant to a lower Vt0, which were described
above, are used, the Vmins are effectively reduced to less than
0.5 V. Replacing SRAMs with DRAMs may also be effec-
tive to solve the high Vmin problem of SRAMs. For high-
performance designs (Fig. 19(b)), FinFETs reduce Vmin to
as low as about 0.27 V for the logic and SRAMs and 0.22 V
for DRAMs.

4. Low-Voltage Analog Circuits

Mixed-signal LSIs are drawing as much attention as
memory-rich LSIs. Figure 20 illustrates a mixed-signal LSI
comprising analog and a digital circuitry. The analog cir-
cuitry includes receiving and transmitting chains for ana-
log signals, a low-jitter clock generator consisting of a PLL
and VCO, and a voltage reference generator (VREF). The
receiving chain comprises an ADC as well as filters and
amplifiers, while transmitting chain has a DAC. The filter
bandwidth and amplifier gain are controlled using controller
1 (CTRL1) of the digital circuitry. The receiving chain can
process not only external analog signals for communication,
medical imaging, and off-chip sensing but also on-chip ana-
log signals coming from various internal nodes of the digital
circuitry (Mon1-MonN), thereby serving as an analog sens-
ing circuit. For example, it can perform wireless communi-
cations by connecting an off-chip RF-IC at the frontend of
this mixed-signal IC. It can also control the operating con-
ditions of MPUs, such as VDD, operating frequency etc., via
controller 2 (CTRL2) with on-chip analog signals. In fact,
such an on-chip monitoring [48] is becoming vital for track-
ing and compensating for the process, voltage, and temper-
ature (“PVT”) variations of MPUs. The digital circuitry in-
cludes baseband block, an MPU, and memory blocks. The
baseband block supports digital filtering and other functions
dedicated to the above-mentioned applications.

The minimum operating voltage Vmin of each analog
circuit is reduced by reducing the lowest necessary Vt, Vt0,
and the maximum variation in Vt, ΔVtmax, which is deter-
mined by the circuit count on the chip and the MOS size,
as discussed in previous sections. Reducing Vt0 is achieved
by using reduction circuits described previously. Reducing
ΔVtmax is relatively easy if the circuit count is small because
the MOS sizes can be enlarged. Note that even using a high
VDD only dedicated to the interface circuit of the chip may
be possible without worrying about the power dissipation.

Fig. 20 A Mixed-signal LSI.

Such solutions, however, are invalid for analog circuits ne-
cessitating a large circuit count, thus calling for other solu-
tions. In addition to Vt0 and ΔVtmax, special attention must
be paid to unique specifications and circuit configurations of
analog circuits, which may further increase the Vmin. In this
sense, the ADC of the receiving chain is most crucial for re-
ducing the Vmin of the mixed-signal LSIs, although the pre-
ceding analog signal pre-processing by the amplifiers and
filters is nevertheless important for relaxing the speed and
resolution required on ADC. The topology of the ADC is
determined in accordance with the requirements. In partic-
ular, the pipeline ADC should have both a high resolution
(up to 12 bits) and high speed (up to 100 MS/s). A succes-
sive approximation register (SAR) ADC and a sigma-delta
ADC have higher resolution (more than 12 bits) and lower
speed (< 1 MS/s), while flash ADC has much higher speed
(> 1 GS/s) and lower resolution (up to 6 bits). SAR and flash
ADCs use comparators which need a smaller offset voltage.
Pipeline and sigma-delta ADCs and the amplifiers and filters
use operational amplifiers (op-amps) which usually need a
high gain and wide dynamic range. Therefore, comparator
and op-amp are the two basic types of analog circuit cores
for mixed-signal LSIs. Table 1 compares the circuit count
and MOSFET size. About 100 comparators (CPs) using
an about 500F2 MOSFET and 10 op-amps using an about
5,000F2 MOSFET have been used to implement either 1-
GS/s 6-bit flash ADC or 100-MS/s 10-bit pipeline ADC.
These implementations are much smaller in circuit count
and larger in MOS size compared with those of memory-rich
LSIs, resulting in a much smaller ΔVtmax and thus a smaller
offset voltage, as exemplified by the 11-nm FinFET in Ta-
ble 1. However, the offset still affects Vmin, as discussed in
Sect. 4.1. In addition to the cores described above, the leak
current from the analog switches used throughout the ana-
log circuitry, caused by reduced Vt, needs to be suppressed
[49] by using gate-source reverse biasing. Also, the power
supply noise of all analog circuits must be minimized for
low-voltage operation, which calls for high-density on-chip
decoupling capacitors. Furthermore, some analog circuits
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Table 1 Comparison between typical digital and analog cores. σ(Vt)s
for the 11-nm FinFET in Fig. 18(a), and use of MOSFETs with Vt0 = 0 V
are assumed. VOFS = 20.5ΔVtmax for a pair of MOSFETs.

require a high-Q inductor and highly linear capacitors. The
capacitors and inductors can be made using SOI structures.
In any event, few papers [50] have consistently and sys-
tematically described low-voltage analog circuits. Although
0.5-V, 0.18-μm active filters [51] using substrate bias control
of bulk MOSFETs to reduce Vt have been reported, the tech-
nique is not sufficient for 0.5-V high-speed high-resolution
ADC. FinFETs have also been reported to affect analog cir-
cuit design [52] through achieving higher gain of the inverter
op-amp described below due to having a smaller output con-
ductance [52] as well as to have superior matching perfor-
mance. However, the details remain unknown.

In the following, the Vmin of the comparators and op-
amps is investigated to reduce the Vmin of analog circuits to
less than 0.5 V using the expected values in Table 1. Note
that the Vmin of analog circuits is not defined in terms of
the speed variation but defined as VDD at which the cores
start to operate. However, it is almost the same as the Vmin

previously defined for memory-rich LSIs, since the ΔVtmax

of analog circuits becomes negligible if FinFETs are used.

4.1 Comparators

The Vmin of a comparator depends on the type of ADC
used. Figure 21(a) shows an equivalent circuit and wave-
forms of the first-stage preamp of a comparator for a flash
ADC [53], [54] in which vi and vr are the input signal and
reference voltages, respectively. In this comparator, a large
input common-mode swing, which is equal to the full-scale
range VFS (i.e., half the ADC full-scale range), is required.
The upper and lower limits of the input common-mode volt-
age must be VDD − VOV + Vt and Vt + 2VOV , respectively,
to ensure that the MOSFETs operate in the saturation re-
gion, where VOV is the minimum gate-overdrive voltage re-
quired for strong-inversion operation of M1, M2, and M3.
Thus, the Vmin of a flash ADC is given as Vmin = VFS +

3VOV = VOFS 2N + 3VOV , where VOFS is the offset voltage,
and N is resolution, usually less than 6. To realize Vmin <
0.5 V, VOFS must be as small as 0.8 mV for VOV = 0.15 V
and N = 6, since it must be smaller than the half LSB volt-
age step, i.e., VFS /2N . Unfortunately, however, Vmin results
in as high as 1.0 V since VOFS is expected to be 8.6 mV for
an 11-nm FinFET (see Table 1), considering that four input
MOSFETs [53], [54] are actually used. Thus, even for Fin-
FETs, digital calibration techniques for the offset [55] will
be indispensable to reduce Vmin to below 0.5 V. In principle,
the techniques are expected to reduce VOFS to a negligible

Fig. 21 (a) Preamp with common-mode rejection [54], (b) preamp with-
out common-mode rejection, and (c) preamp with gate-source reverse bias-
ing.

value, so such a low Vmin may be realized. Alternatively, the
MOS sizes could be larger than 500F2.

Figure 21(b) shows a circuit for the first-stage preamp
of a comparator for an SAR ADC. The preamp does not
need a common-mode rejection or tail current source be-
cause the input common-mode voltage can be set to the VGS

(=Vt+VOV ) of the input MOSFET’s M1. Therefore, an SAR
ADC is more suitable for low-voltage operation than a flash
ADC. In this case, the Vmin of the comparator is the higher
of the two Vmin values (Vmin1, Vmin2) determined by VOFS

and the circuit configuration, respectively. Vmin1 is given as
Vmin1 = VOFS 2N if VFS = VDD is assumed. To realize
Vmin1 < 0.5 V, VOFS must be less than 0.1 mV for N = 12.
If combined with digital calibration of the offset described
above, even such a small value may be attained by maxi-
mizing the MOSFET sizes. The maximization is justified
by the fact that only one comparator is used in a chip. On
the other hand, Vmin2 = Vt(M1)+ 2VOV if the second-stage
preamp is assumed to have the same topology and if the out-
put common-mode level of the first stage is assumed to be
equal to the VGS (= Vt(M1)+VOV ) of the second-stage input
MOSFET. This means that Vmin2 should be reduced to 0.3 V
if Vt(M1)= 0. The resultant increase in the leakage current
of M1 can be cut by using gate-source reverse biasing, as
shown in Fig. 21(c). Therefore, Vmin is equal to Vmin1 and
thus expected to be lower than 0.5 V.

Although reduction in VOV is also crucial for further
reducing Vmin for both comparators, the details remain un-
known.

4.2 Op-Amps

An op-amp usually needs a wide dynamic range (that is, a
large VFS ) and a high enough gain, causing the Vmin usu-
ally much higher than that of the comparator. Figure 22(a)
shows a circuit for a conventional regulated cascode op-amp
for a pipeline ADC. Four stacked MOSFETs (M1−M4) help
attain a gain of more than 60-dB. To ensure that they op-
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Fig. 22 (a) Regulated-cascode op-amp, and (b) inverter-based op-amp
[56].

erate in the saturation region, VFS is set to VDD − 4VOV ,
so Vmin = VFS + 4VOV . Therefore, Vmin cannot be lower
than 0.6 V for VOV = 0.15 V. To solve the high Vmin prob-
lem, a simple CMOS inverter-based op-amp [56], as shown
in Fig. 22(b), has been proposed. Because the output of the
op-amp can continuously cross over the saturation and the
linear regions to give almost rail-to-rail VFS , VFS can be
close to VDD, so Vmin = VFS . For pipeline ADC, VFS is ex-
pressed as K( fS N/I)1/2 2N , where fS , N, and I are the sam-
pling rate, resolution and current consumption, respectively,
and K is a constant around 10−9 [57]. Therefore, Vmin is lim-
ited by only the speed, accuracy, and power consumption.
For example, Vmin = 0.1 V for a 100-MS/s 10-bit ADC with
a 100-mA current. Instead, a lower gain and nonlinearity
inevitably arise. However, another digital calibration tech-
nique [58] can solve the problems. The discussion above
assumes that the gate overdrives of M1 and M2 are appropri-
ately set to VOV to maintain the gain for any VDD. In fact, the
floating DC biasing with VFT , which can be implemented
using capacitors for example [59], makes the VGS of M1 and
M2 equal to Vt + VOV if VFT is set to VDD/2 − Vt − VOV .
Note that VFT can be set to a negative value to achieve a
VDD smaller than 2(Vt + VOV ). Also note that a common-
mode regulation circuit [59] must be implemented though
not shown in the figure. It finely tunes the input common-
mode voltage VCM to the appropriate value close to VDD/2 so
that the output common-mode level should become VDD/2.

5. Conclusion

The minimum operating voltage, Vmin, of nanoscale CMOS
LSIs was investigated in an effort to reduce to below 0.5 V.
Use of a new method for evaluating Vmin on the basis of
speed variation revealed that Vmin is very sensitive to the
lowest necessary threshold voltage, Vt0, of MOSFETs and to
threshold-voltage variations, ΔVt, which become more sig-

nificant with device scaling. There is thus a need for low-
Vt0 circuits and ΔVt-immune MOSFETs. The SRAM block
is particularly problematic for memory-rich LSIs because
it has the highest Vmin. As a result of investigating vari-
ous techniques for reducing the Vmin of the SRAM block,
it turned out that using RAM repair techniques, shortening
the data line, up-sizing, and using more relaxed MOSFET
scaling are effective. Also investigated were new low-Vt0

circuits — dynamic logic circuits enabling the power-delay
product to be reduced to 0.09 at a 0.2-V supply owing to
gate-source reverse biasing — and a DRAM dynamic sense
amplifier and power switches operable at below 0.5 V. The
low-Vt0 circuits use a dual-Vt0, dual-VDD scheme. In ad-
dition, the use of a fully-depleted structure (FD-SOI) and
fin-type structure (FinFET) for ΔVt-immune MOSFETs was
evaluated in terms of their low-voltage potential and chal-
lenges. As a result, the height up-scalable FinFETs turned
out to be quite effective to reduce Vmin to less than 0.5 V,
if combined with the low-Vt0 circuits. For mixed-signal
LSIs, investigation of low-voltage potential of analog cir-
cuits, especially for comparators and operational amplifiers,
revealed that simple inverter op-amps, in which the low gain
and nonlinearity are compensated for by digitally assisted
analog designs, are crucial to 0.5-V operations. In addition
to such adaptive circuits, the development of relevant de-
vices and fabrication processes should lead to the achieve-
ment of 0.5-V nanoscale LSIs.
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