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Resource and Network Management Framework for a Large-Scale
Satellite Communications System

Yuma ABE†,††a), Member, Masaki OGURA†††, Nonmember, Hiroyuki TSUJI†, Senior Member,
Amane MIURA†, Member, and Shuichi ADACHI††, Nonmember

SUMMARY Satellite communications (SATCOM) systems play impor-
tant roles in wireless communication systems. In the future, they will be
required to accommodate rapidly increasing communication requests from
various types of users. Therefore, we propose a framework for efficient re-
source management in large-scale SATCOM systems that integrate multiple
satellites. Such systems contain hundreds of thousands of communication
satellites, user terminals, and gateway stations; thus, our proposed frame-
work enables simpler and more reliable communication between users and
satellites. To manage and control this system efficiently, we formulate an
optimization problem that designs the network structure and allocates com-
munication resources for a large-scale SATCOM system. In this mixed
integer programming problem, we allow the cost function to be a combina-
tion of various factors so that SATCOM operators can design the network
according to their individual management strategies. These factors include
the total allocated bandwidth to users, the number of satellites and gateway
stations to be used, and the number of total satellite handovers. Our numer-
ical simulations show that the proposed management strategy outperforms
a conventional strategy in which a user can connect to only one specific
satellite determined in advance. Furthermore, we determine the effect of
the number of satellites in the system on overall system performance.
key words: satellite communications, large-scale system, resource man-
agement, network design problem, time-varying network

1. Introduction

There has been a gradual increase in the demand for satellite
communications (SATCOM) in recent years. The total ca-
pacity demand for high-throughput SATCOM systems is ex-
pected to increase further at an average rate of approximately
32% from 2014 till 2023 [1]. Furthermore, it is estimated
that SATCOM systems are required to achieve Tbps-class
throughput by early 2020s [2]. To meet this demand in the
near future, SATCOM systems will be developed as large-
scale satellite constellation systems designed to achieve var-
ious communication objectives through the cooperation and
coordination of multiple integrated satellites [3], [4]. Re-
cently, several companies have initiated the construction of
global communication networks by launching hundreds of
thousands of communication satellites into space [5], [6].
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These networks will involve collaboration between geosta-
tionary earth orbits (GEOs) and non-geostationary earth or-
bits (NGEOs) that orbit at different altitudes; e.g., low and
medium earth orbits (LEOs and MEOs) [7]. Furthermore,
the integration of SATCOM systems and the fifth gener-
ation mobile communication system (5G) is currently in
progress [8], [9], which aims to not only increase the commu-
nication capacities of the system but also accommodate vari-
ous types of communication requests arising from emerging
information technologies such as the Internet of Things (IoT)
and the Internet of Everything (IoE).

In current SATCOM systems, a lack of available satel-
lites means that each user typically connects to only one
specific satellite determined in advance; this is termed a
conventional non-integrated system. However, future large-
scale SATCOM systems should allow users to connect with
several candidate satellites; this is termed an integrated sys-
tem. Furthermore, the operators of future SATCOM sys-
tems will have to accommodate time-variability within the
system components, such as the number of users, amount of
communication requests, availability of satellites, and prop-
agation environments. Therefore, a framework is required
for the efficient design and resilient operation of future large-
scale SATCOM systems, for which the current management
methodology does not necessarily apply.

In this study, we focus on the large-scale SATCOM
system illustrated in Fig. 1. This system includes communi-
cation satellites (SATs), user terminals (UTs) such as aircraft

Fig. 1 Schematic of the large-scale SATCOM system used in this study.
This system includes communication satellites (SATs), user terminals (UTs),
gateway stations (GWs), and a SATCOM operator which manages and
controls the SATs and GWs. In this system, available SATs, the amount of
UT requests, and the state of propagation environment fluctuate.
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and ships that request communication links, and gateway
stations (GWs) connected to the ground network. A SAT-
COM operator manages and controls the SATs and GWs
to provide communication links to the UTs based on their
requests. The bidirectional communication links between
SATs and UTs are termed user links (ULs) and the links
between SATs and GWs are termed feeder links (FLs). To
establish a SATCOM network, it is important to appropri-
ately allocate communication resources such as bandwidth
to the ULs and FLs.

Furthermore, time-variability in the amount of UT re-
quests and in the propagation environment of the ULs and
FLs can cause fluctuations in the amount of required re-
sources provided by the SATs and GWs. Thus, static allo-
cation of resources can result in network disconnection and
high latency. Therefore, it is important to allow the config-
uration of the SATCOM system to change dynamically so
that the SAT resources can be fully and efficiently utilized
in the presence of hundreds of thousands of SATs, UTs, and
GWs. To achieve this goal, the SATCOM operator should be
able to flexibly adapt the SATCOMnetwork structure. When
designing a time-varying SATCOM network [10], frequent
satellite handovers can be expected, whereby the UTs and
GWs change which SAT is connected over time, which can
lead to wasteful power consumption. However, the operator
can avoid these handovers by utilizing an appropriate cost
function. We term the resulting network a flexible SAT-
COM network. In this study, we propose a framework for
designing such a flexible network in a large-scale SATCOM
system.

Network design problems have been investigated in
many areas [11] including communication networks [12],
power networks [13], transportation networks [14], and sup-
ply chain networks [15]. Although previous literature has
reported various frameworks for the operation of SATCOM
systems (see, e.g., [16]–[18]), few studies have considered
the time-varying UT requests in a large-scale network. Con-
versely, our novel method adapts the large-scale SATCOM
system by establishing a flexible network to cope with time-
varying UT requests.

In the proposed method, we first describe the network
structure of UL and FL in terms of network connection ma-
trices. In terms of the matrix elements, we describe the con-
straints in the network design. We then describe candidate
cost functions, including the sum of allocated bandwidths
for the UT, the number of active SATs and GWs, and the
number of satellite handovers. The SATCOM operator can
then define their desired cost function by combining the can-
didate functions according to their individual management
strategy. Using these constraints and cost functions, we for-
mulate the SATCOM network design problem as a mixed
integer programming problem. This formulated optimiza-
tion problem is solved to simultaneously obtain the resource
allocation and network structure.

The proposed framework enables us to consider differ-
ent types of SATs in a unified manner. In this formulation,
we define sets of connectable pair candidates in UT-SAT

and SAT-GW links. By incorporating these sets into the
optimization problem, various types of SAT can be distin-
guished such as satellite orbit (e.g. GEO and NGEO), beam
width (e.g. wide and narrow spot beam), and power SAT.
This method constructs an efficient SATCOM network that
efficiently utilizes limited resources. As a result, UTs can ob-
tain the resources as they request, and the SATCOMoperator
can make the flexible SATCOM network more reliable.

The originality of this study lies in the fact that the
proposed method allows managing and controlling multiple
GEO and NGEO satellites in a unified manner, and it helps
cope with the time-varying UT requests by constructing the
flexible SATCOM network.

The remainder of this paper is organized as follows. In
Sect. 2, we present the model of the large-scale SATCOM
system integrating multiple SATs, UTs, and GWs to design
a flexible network. In Sect. 3, we formulate the optimization
problem to obtain the resource allocation and network struc-
ture as a mixed integer programming problem. In Sect. 4,
the effectiveness of the proposedmethod is verified using nu-
merical simulations with three examples. Finally, we present
our conclusions and suggest future research in Sect. 5.

2. Large-Scale SATCOM System

In this section, we present our model of the large-scale SAT-
COM system integrating multiple SATs, UTs, and GWs.

2.1 System Architecture

This study focuses on the SATCOM system architecture il-
lustrated in Fig. 2.

In this large-scale SATCOM system, the UTs have sev-
eral candidates for SATs to connect. The SATs are divided
into two different types: GEO-SAT and NGEO-SAT. GEO-
SATs have a larger bandwidth and wider beam coverage
than the NGEO-SATs, whereas the number of SATs that can

Fig. 2 Architecture of the large-scale SATCOMsystem. Solid and dashed
lines represent wired and wireless communication links, respectively. Red
lines represent the actions of the SATCOM operator.
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be placed at the GEO is limited and the launching cost is
high. NGEO-SATs can perform lower latency communica-
tion than GEO-SATs; however, multiple NGEO-SATs must
be launched for global coverage [19]. Thus, integrating
GEO-SATs and NGEO-SATs brings a variety of advantages;
for example, UTs are able to obtain more bandwidth than
ever.

As a specific feature of this system, these integrated
SATs work as repeaters of communication signals, whereas
the GEO-SATs also work as aggregators of UT information
such as communication requests and channel state informa-
tion of the ULs. We assume that this aggregation function is
installed in all GEO-SATs; that is, each UT must be able to
connect to at least one GEO-SAT to transmit the UT infor-
mation.

The SATCOM operator works as a controller of this
system by managing and controlling their SATs and GWs.
The SATCOM operator aggregates the UT information via
the GEO-SATs and channel state information of FLs from
the GWs. Based on the aggregated information, the operator
then determines the resource allocation and network struc-
ture using the method proposed in Sect. 3. Then, the SATs
provide communication links to the UTs and the SATCOM
network is established.

2.2 System Description

The large-scale SATCOM system consists of multi-
ple UTs, SATs, and GWs labeled by the index sets
NU = {1, 2, . . . , NU},NS = {1, 2, . . . , NS}, and NG =

{1, 2, . . . , NG}, respectively. Throughout this paper, we use
the indices i, j, and ` to denote UTs, SATs, and GWs, re-
spectively. The maximum bandwidths of SAT- j and GW-`
are denoted by B j

S ≥ 0 and B`G ≥ 0, respectively. For each
time k ≥ 0, each UT sends a communication request to any
SAT; the amount of the communication request from UT-i is
denoted by di

k
≥ 0.

We place the following assumptions on the SATCOM
system.

Assumption 1. EachUT can connect to up to one SAT. Each
SAT can connect to up to one GW.

Assumption 2. SATs have no inter-satellite links.

For UT-SAT and SAT-GW pairs, we define the follow-
ing connectable candidate sets.

Definition 1. The sets of connectable pair candidates in UT-
SAT and SAT-GW links at time k are defined as

AUS
k := {(i, j) ∈ NU × NS | UT-i and SAT- j can be

connected at time k.} ⊆ NU × NS, (1a)
ASG

k := {( j, `) ∈ NS × NG | SAT- j and GW-` can be
connected at time k.} ⊆ NS × NG, (1b)

respectively.

We assume that sets AUS
k

and ASG
k

are known by the

Fig. 3 (a) Example of the SATCOM system. (b) Connectable pair candi-
dates in UT-SAT and SAT-GW links derived from (a), where black and red
dot lines represent the connectable candidate AUS

k
and ASG

k
, respectively.

SATCOM operator in advance and are determined indepen-
dently of the link budget requirements [20]. The sets change
over time due to time-variability in the satellite position and
propagation environment. For example, because NGEO-
SATs rotate around the earth periodically on a prescribed
orbit, the operator can determine the sets in advance. Note
that, during operation of the SATCOM system, the operator
can update the sets using channel state information from the
UTs and GWs.

Figure 3(a) shows an example of the SATCOM system
at time k. Suppose that NU = 6, NS = 4, and NG = 2 and
each SAT forms a different shape and size of the beam. In
Fig. 3(b), the candidate sets of UT-SAT and SAT-GW pairs
are illustrated as a graph. In this example,AUS

k
andASG

k
are

represented by

AUS
k = {(1, 1), (1, 3), (2, 1), (2, 3), (3, 1), (3, 2),

(3, 3), (4, 3), (5, 3), (5, 4), (6, 3), (6, 4)},

ASG
k = {(1, 1), (1, 2), (2, 2), (3, 1), (3, 2), (4, 2)}.

The UT-SAT and SAT-GW pairs to be connected are chosen
from these candidates.

3. Problem Formulation

In this section, we present design variables and constraints
and define cost functions relevant to the SATCOM system.
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Then, we formulate the optimization problem to determine
the resource allocation and network structure for the large-
scale SATCOM system.

The following notational conventions are used. Sym-
bols R,Rn,Rn×m, and {0, 1}n×m denote the sets of real num-
bers, n-dimensional real vectors, n × m real matrices, and
n × m binary matrices, respectively.

3.1 Design Variables and Constraints

In this subsection, we describe the design variables and con-
straints of our network optimization problem.

The amount of bandwidth that the operator plans to
allocate to the UTs is denoted by

xk =
[

x1
k

x2
k
· · · xNU

k

]>
∈ RNU,

where

xik ≥ 0, ∀i ∈ NU (2)

represents the allocated bandwidth to UT-i. Here, we assume
that the following inequality holds:

xik ≤ di
k, ∀i ∈ NU, (3)

which means that the allocated bandwidth cannot be more
than each UT request†.

The links of the SATCOM network that the operator
plans to design are represented by the following network con-
nection matrices. The matrices for UT-SAT and SAT-GW
links at time k are denoted by Ck = [c j,i

k
]j,i ∈ {0, 1}NS×NU

and Ek = [e`, j
k

]`, j ∈ {0, 1}NG×NS , respectively. The element
c j,i
k

is 1 for a connected UT-i and SAT- j and 0 otherwise;
similarly, e`, j

k
is 1 for a connected SAT- j and GW-` and 0

otherwise:

c j,i
k
∈ {0, 1}, ∀(i, j) ∈ AUS

k , (4a)

e`, j
k
∈ {0, 1}, ∀( j, `) ∈ ASG

k . (4b)

According to Assumption 1, we have∑
j:(i, j)∈AUS

k

c j,i
k
∈ {0, 1}, ∀i ∈ NU, (5a)

∑
`:( j,`)∈ASG

k

e`, j
k
∈ {0, 1}, ∀ j ∈ NS. (5b)

These constraints are equivalent to the following inequality
constraints:∑

j:(i, j)∈AUS
k

c j,i
k
≤ 1, ∀i ∈ NU, (6a)

∑
`:( j,`)∈ASG

k

e`, j
k
≤ 1, ∀ j ∈ NS (6b)

†This is a technical constraint required to solve the optimization
problem efficiently. In a real system, the allocated bandwidth can
be more than the UT request.

because a feasible set of constraints in (6) is equivalent to that
of the original constraints in (5) under the binary variables
c j,i
k

and e`, j
k
.

We represent the amount of bandwidth allocated to each
link by resource flow matrices defined as Yk ∈ RNS×NU and
Zk ∈ R

NG×NS for UT-SAT and SAT-GW links, respectively.
We define the elements of these matrices as

y
j,i
k
=

{
xi
k
, (i, j) ∈ Ck,

0, otherwise, (7a)

z`, j
k
=




∑
i:(i, j)∈Ck

y
j,i
k
, ( j, `) ∈ Ek,

0, otherwise,
(7b)

where Ck and Ek are defined as

Ck := {(i, j) ∈ AUS
k | c

j,i
k
= 1}, (8a)

Ek := {( j, `) ∈ ASG
k | e

`, j
k
= 1}, (8b)

respectively. According to these definitions, y j,i
k

and z`, j
k

in
(7) are linear in xi

k
when Ck and Ek are given.

We require that the following capacity constraints hold:∑
i:(i, j)∈Ck

y
j,i
k
≤ B j

S, ∀ j ∈ NS, (9a)∑
j:( j,`)∈Ek

z`, j
k
≤ B`G, ∀` ∈ NG. (9b)

To ensure full and efficient use of resources, our network
is designed to conserve the in- and out-flow of each link.
Thus, we require that the following conservation laws hold
true:

xik =
∑

j:(i, j)∈Ck

y
j,i
k
, ∀i ∈ NU, (10a)∑

i:(i, j)∈Ck

y
j,i
k
=
∑

`:( j,`)∈Ek

z`, j
k
, ∀ j ∈ NS. (10b)

3.2 Cost Functions

In this subsection, we introduce candidate factors for the cost
function to ensure a cost-efficient and flexible design of our
SATCOM system. These candidates also include manage-
ment strategy factors related to the SATCOM operator.

1. UT utility factor: The first factor measures the utility of
the UTs and is defined as follows:∑

i∈NU

xik . (11)

Maximizing this factor increases the total allocated band-
width to the UTs.

2. SAT and GW operations factor: The second factor mea-
sures the number of active SATs and GWs to be used. We
denote the number of active SATs and GWs at each time k
as N̂S,k and N̂G,k , respectively.

For N̂S,k and N̂G,k , the following lemma holds.
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Lemma 1. Under Assumption 1, the numbers of active SAT
and GW are represented by

N̂S,k = rank(Ck ), (12a)
N̂G,k = rank(Ek ), (12b)

respectively.

Proof. The number of active SATs and GWs at each time
k is represented by the number of row vectors of Ck and
Ek , respectively, where all elements are not zero. As c j,i

k

and e`, j
k

are binary variables, the row vectors of Ck and
Ek are linearly independent because these vectors are not
identical. Therefore, the number of active SATs and GWs
is represented by that of linearly independent row vectors of
Ck and Ek ; i.e., the rank of Ck and Ek . Then, the equations
in (12) hold. �

By minimizing the factors in (12), the UTs connect to
as few SATs and GWs as possible. Therefore, the SATCOM
operator profits because fewer active SATs and GWs reduce
the operating costs of the system. By maximizing these
factors, we can expect that network disconnection risks due to
SAT and GW failures and propagation environment changes
are reduced because the number of active SATs and GWs are
increased and UT connections are distributed.

3.Handover factor: The third factor measures the number of
satellite handovers. A time-varying network is also required
tomanage satellite handovers ofUT-SAT and SAT-GWpairs.
We denote the numbers of satellite handovers of UT-SAT and
SAT-GW pairs at each time k as nUS

k
and nSG

k
, respectively.

Then, these numbers are represented by

nUS
k =

1
2
‖Ck − Ck−1‖

2
F, (13a)

nSG
k =

1
2
‖Ek − Ek−1‖

2
F, (13b)

respectively, where ‖X ‖F represents the Frobenius norm of
a matrix X ∈ Rn×m defined by

‖X ‖F =

√√√ n∑
i=1

m∑
j=1
|xi j |2.

The factors in (13) directly represent the number of UT-SAT
and SAT-GW pairs that change the connection. By minimiz-
ing these factors, we can ensure fewer frequent changes of
the network and reduce the resulting power consumption. By
maximizing these factors, we can make the network more se-
cure and reduce wiretap risks because the network structure
changes frequently.

Combining the factors in (11)–(13), we define the cost
function at time k as

Jk = −w1
∑
i∈NU

xik + w2s rank(Ck ) + w2g rank(Ek )

+ w3s ‖Ck − Ck−1‖
2
F + w3g ‖Ek − Ek−1‖

2
F, (14)

where w1 ≥ 0, w2s ∈ R, w2g ∈ R, w3s ∈ R, and w3g ∈ R
are the weights. The weights w2s, w2g, w3s, and w3g can be
negativewhen the corresponding factors aremaximized. The
SATCOM operator designs these weights according to their
individual management strategy and can add other factors to
the cost function as desired.

Remark 1. We assume that we can predict future UT re-
quests and future connectable pair candidates†. When we
formulate an optimization problem in a model predictive
control (MPC) [22] manner, the cost function at each time is
defined by

J̃k =
Tp∑
τ=1

Jk+τ,

where Tp denotes a finite-time prediction horizon. Here,
the constraints must be satisfied across the entire prediction
horizon. Using this approach to formulate the problem, we
can obtain a solution to change the resource allocation and
network structure in advance before the UT requests change.

3.3 Optimization Problem

In our network optimization problem, we attempt to find the
following decision variables:

• Bandwidth allocation of UTs: xk (a real vector)
• Network connection matrices of UT-SAT and SAT-GW
links: Ck and Ek (binary matrices)

• Resource flowmatrices of UT-SAT and SAT-GW links:
Yk and Zk (real matrices)

We denote the solutions of these decision variables as
x̂k, Ĉk, Êk, Ŷk , and Ẑk .

Combining the cost function and constraints defined
previously, we formulate the following network optimization
problem.

Problem 1 (Network Optimization Problem). For a given
NU, NS, NG, B j

S, B`G,A
US
k
,ASG

k
, and di

k
, solve

minimize Jk
subject to (2), (3), (4), (6), (7), (9), (10)

to obtain x̂k, Ĉk, Êk, Ŷk , and Ẑk .

Problem 1 is a mixed integer programming problem
because xk,Yk , and Zk are the real vector and matrices,
whereas Ck and Ek are the binary matrices; i.e., the in-
teger matrices. Although the mixed integer programming
problem is NP-hard, this problem can be efficiently solved
using the branch-and-cut algorithm,which is a heuristic algo-
rithm [23]. Furthermore, optimization of the rank functions
†To obtain these future requests and connectable candidates,

we have to predict future trends of UT requests and the propagation
environment by analyzing past data. For example, UT requests can
be effectively predicted using actual tracking data of UTs (see [21]).



ABE et al.: RESOURCE AND NETWORK MANAGEMENT FRAMEWORK FOR A LARGE-SCALE SATELLITE COMMUNICATIONS SYSTEM
497

in (12) is shown in Appendix.
Problem 1 is solved at every time instant k by the SAT-

COMoperator, who controls the SATCOMsystem described
in Fig. 2. Using this result, the operatormanages and controls
SATs andGWs based on the obtained resource allocation and
network structure.

4. Numerical Simulations

In this section, we conduct three numerical simulations
to verify the performance of the proposed network design
method in the integrated system. In Sect. 4.1, the basic per-
formance of the proposed method is verified for simple static
UT requests. In Sect. 4.2, we focus on dynamic UT requests
and compare the performance of the proposed method in a
systemwith integrated GEO-SATs and NGEO-SATs and in a
conventional non-integrated system. In Sect. 4.3, we further
verify the effect of the number of SATs in the system and
compare the performance of integrated and non-integrated
systems.

In these simulations, we assume that SATs use a differ-
ent frequency band to prevent interference among commu-
nication links. To be consistent with this assumption, the
UTs and GWs have an antenna to cover all the frequency
bands utilized by the SATs. Furthermore, we ignore the
influence of the propagation delay due to the propagation
distance between UT-SAT and SAT-GW pairs.

To evaluate the performance of the method, we define
the amount of bandwidth loss as

Lk =
∑
i∈NU

Li
k =
∑
i∈NU

max{0, di
k − xik }, (15)

where Li
k
represents the bandwidth loss of UT-i at each time

k. Here, the bandwidth loss represents the total amount of
the insufficient bandwidth required to meet UT requests.

The optimization problem is described by MATLAB
YALMIP [24] and solved using the Gurobi Optimizer [25].
This solver implements the branch-and-cut algorithm to effi-
ciently solve themixed integer programming problem. These
simulations are conducted using an Intel(R) Xeon(R) E5-
2687W CPU at 3.10 GHz with 64 GB RAM.

4.1 Example 1: Basic Performance Considering Static UT
Requests

In this example, we focus on simple static UT requests in
one step to confirm the basic performance of the proposed
method. Assuming that all UT-SAT and SAT-GW pairs can
be connected:

AUS = NU × NS, (16a)
ASG = NS × NG. (16b)

The simulation parameters are shown in Table 1. We
generate each UT request di from a uniform distribution on
[30, 70] as follows:

Table 1 Simulation parameters for static UT requests.

NU NS NG B
j
S [MHz] (∀j ∈ NS) B`

G [MHz] (∀` ∈ NG)

10 5 3 100 100

d =
[

58 36 59 50 34 52 40 61 63 38
]>
.

The cost function is defined as the total amount of bandwidth
allocated to the UTs:

J = −
∑
i∈NU

xi,

where w1 = 1 and the other weights are set to 0 in (14).
The solutions obtained by solving Problem 1 were as

follows:
x̂ =

[
41 36 59 50 34 30 40 0 10 0

]>
,

Ĉ =



0 0 0 1 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0
0 1 0 0 1 1 0 0 0 0
0 0 1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0



,

Ê =



0 1 0 1 1
0 0 1 0 0
1 0 0 0 0


,

Ŷ =



0 0 0 50 0 0 40 0 10 0
0 0 0 0 0 0 0 0 0 0
0 36 0 0 34 30 0 0 0 0
0 0 59 0 0 0 0 0 0 0
41 0 0 0 0 0 0 0 0 0



,

Ẑ =



0 0 0 59 41
0 0 100 0 0

100 0 0 0 0


.

The bandwidth loss L of each UT was

L =
[

17 0 0 0 0 22 0 61 53 38
]>
.

Here, we set the simulation condition in order to satisfy
inequalities in the total UT requests and total SAT and GW
bandwidths:∑

i∈NU

di (= 491) ≤
∑
j∈NS

B j
S (= 500),∑

i∈NU

di (= 491) ≥
∑
`∈NG

B`G (= 300)

held. Thus, all UT requests were not accommodated and the
UTs only obtained a total of∑

i∈NU

x̂i = 300.

Therefore, theUT-8 andUT-10 did not obtain the bandwidths
as x̂8 = 0 and x̂10 = 0 despite their connections to the
SAT-1. By weighting each term xi of the cost function,
this unfairness can be avoided under this limited bandwidth
situation.

4.2 Example 2: Comparison of Integrated and Non-
Integrated Systems

In this example, we focus on dynamic UT requests that show
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Table 2 Simulation parameters of SAT.

Type of SATs NS
B

j
S [MHz] Visible period [steps](for each SAT)

GEO 5 500 -
NGEO group 1 24 250 5
NGEO group 2 18 250 6
NGEO group 3 12 250 10
NGEO group 4 6 250 20

65 (in total)

Table 3 Simulation parameters of UT and GW.
NU NG B`

G [MHz] (∀` ∈ NG)

100 10 500

Fig. 4 SAT visibility schedule. Over the visible period, the correspond-
ing SATs can connect to all UTs and GWs.

temporal variability. The simulation parameters are shown
in Tables 2 and 3 and the simulation is conducted in T = 150
steps.

There is a total of 65 SATs in this SATCOM system,
which is composed of five GEO-SATs and 60 NGEO-SATs
divided into four groups. Figure 4 shows the SAT visibility
schedule. Over a continuous visible period, the correspond-
ing SATs can connect to all UTs and GWs. The GEO-SATs
can be visible throughout the simulation time, whereas the
visible period of the NGEO-SATs is limited to finite steps
and repeated periodically. We assume that the period of the
NGEO-SATs overlaps during two steps. The connectable
pair candidate sets AUS

k
and ASG

k
are obtained throughout

the simulation time based on this schedule. Furthermore,
the time-varying total SAT bandwidth is calculated from the
bandwidth B j

S of each SAT and this visibility schedule.
We assume that the SATs have beams with sufficient

size to connect to all UTs and GWs when these SATs are
in the visible period. The SATs have a steerable antenna
to connect to multiple UTs and a fixed antenna to connect
to the GWs. The UTs have a steerable antenna to track the
SATs and the GWs have a sufficiently wide beam antenna
to track all connected SATs. Furthermore, we assume that,
when the visible period of multiple SATs overlaps in the
same NGEO-SATs group, they can only connect to the same
GW.

Fig. 5 Time-varying total UT requests (blue line) and total SAT and GW
bandwidth (red and yellow lines, respectively).

The dynamics of the UT requests are described as

di
k+1 = γ

i
kdi

k, ∀i ∈ NU, (17)

where the initial values of the UT request di
1 are gener-

ated from a uniform distribution on [10, 30], and coeffi-
cients γi

k
are generated from a Gaussian distribution with

N (1.0075, 0.05) in each step.
Figure 5 shows the total time-varying UT requests,∑

i∈NU di
k
, and the total SAT and GW bandwidth: i.e.,∑

j:(i, j)∈AUS
k
∩( j,`)∈ASG

k
B j

S and
∑
`∈NG B`G, respectively. Ac-

cording to this figure, the total UT requests exceed the to-
tal SAT and GW bandwidth at approximately k = 85 and
k = 120, respectively. The total GWbandwidth is larger than
the total SAT bandwidth throughout the simulation time.

We define the cost function as

Jk = −
∑
i∈NU

xik + ‖Ck − Ck−1‖
2
F + ‖Ek − Ek−1‖

2
F,

where w1 = 1, w3s = w3g = 1, and the other weights are set
to 0 in (14). Using this cost, we compare the following three
methods: the method proposed for the integrated system
that solves Problem 1 (Method A), a method to design a
random network in the integrated system (Method B), and
a method to design a random network in the conventional
non-integrated system (Method C). In Methods B and C, the
connection pairs (UT and GW to GEO-SAT or NGEO-SATs
group) are determined randomly. In Method B, the pairs
are determined at each time step and can be changed at the
next step, whereas in Method C, the pairs cannot be changed
throughout the simulation.

Due to the fixed connection pairs, the network structure
Ck and Ek and the resource flows Yk and Zk are determined
in advance. Thus, in Methods B and C, the bandwidth allo-
cation x̂k is obtained by solving the following optimization
problem:

minimize Jk
subject to (2), (3), (9), (10)

which is a linear programming problem because Ck, Ek,Yk ,
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Fig. 6 Comparison of the performance of the proposed method in inte-
grated and conventional non-integrated systems. Red, yellow, and blue lines
represent the results of Methods A, B, and C, respectively.

and Zk are given and the decision variable is only xk .
Figure 6 shows the results of the bandwidth loss Lk

among the three methods. The simulation was conducted
using 30 trials for Methods B and C and the average band-
width loss was utilized. Method A exhibited better per-
formance than the other methods throughout the simulation
time. Specifically, the bandwidth loss was almost zero dur-
ing the interval from k = 1 to approximately k = 85 because
the total SAT bandwidth exceeded the total UT requests. In
the other two methods, the bandwidth loss was not zero and
the loss increased as the total UT requests increased because
the GEO-SAT or NGEO-SATs group to which the UTs can
be connected was limited. After the time instant k = 85, the
bandwidth loss of Method A also increased because the total
UT requests exceeded the total SAT bandwidth. However,
the average bandwidth loss of Method A was reduced by
58.5% from k = 85 to 150 compared to Methods B and C.

Furthermore, Method B exhibited worse performance
than Method A, despite both methods involving the inte-
grated system. This indicates that the performance is re-
duced by determining the network randomly, even when an
integrated system is considered.

These results demonstrate the superior effectiveness of
the proposed method in the integrated system compared to
the conventional non-integrated system.

4.3 Example 3: Effect of the Number of SATs

In this example, we investigate the effect of the number of
SATs by comparing the different performance of integrated
and non-integrated system.

We assume that only GEO-SATs with BS = 500 MHz
exist in the system and that all pairs can be connected as
defined in (16). In this simulation, the number of GEO-
SATs is increased from NS = 1 to 20. We set the cost
function and the UT requests to be the same as Example 2
and the number of GWs and the GW bandwidth to NG =
20 and BG = 500 MHz, respectively, so that an inequality∑

j∈NS B j
S <

∑
`∈NG B`G holds for any NS. Note that the

Fig. 7 Relationship between number of SATs and the time average of
bandwidth loss. Red and blue lines represent the results of Methods A and
C, respectively.

total SAT bandwidth of NS = 14 to 20 exceeds the total UT
requests throughout the simulation.

Figure 7 shows the result of bandwidth loss be-
tween the integrated (Method A) and non-integrated system
(Method C). For the Method C simulation, the average band-
width loss of 50 trials was utilized. In Fig. 7, the vertical axis
represents the time average of the bandwidth loss throughout
the simulation: (1/T )

∑T
k=1 Lk .

This result indicates that the difference in performance
depends on the number of SATs that exist in the system. For
all NS, the bandwidth loss of Method A was less than that
of Method C. For a small number of satellites, the difference
was small because the total SAT bandwidth was less than
the UT request in both systems. However, the difference in
bandwidth loss increased as the number of SATs increased
with an average difference from NS = 10 to 20 of approxi-
mately 530 MHz. Therefore, for a greater number of SATs,
our proposed method in the integrated system exhibits better
performance than the conventional non-integrated system.

Remark 2. In the integrated system, if all UTs can obtain a
bandwidth equal to the UT request at time k, the following
inequalities hold:∑

i∈NU

di
k ≤
∑
j∈NS

B j
S ≤
∑
`∈NG

B`G. (18)

However, in the non-integrated system, if all UTs can obtain a
bandwidth equal to theUT request, the following inequalities
hold:∑

i∈N
j

U

di
k ≤ B j

S, ∀ j ∈ NS and
∑
j∈NS

B j
S ≤
∑
`∈NG

B`G,

(19)

where N j
U ⊆ NU is defined as a set of UTs connected to

SAT- j.
According to these relationships, the inequalities in (18)

hold if those in (19) hold, which means that all UTs can
always obtain a bandwidth equal to the UT request in the
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integrated system if this situation is achieved in the non-
integrated system. This fact is proved easily by taking the
sum of the former inequality in (19) with j ∈ NS.

5. Conclusion

In this study, we proposed a framework for the efficient re-
source and networkmanagement of the large-scale SATCOM
system integrating multiple SATs, UTs, and GWs. We for-
mulated a network optimization problem to ensure efficient
resource allocation and a network structure that can accom-
modate several UT requests, as well as improve the reliabil-
ity of the flexible SATCOM network. In this framework, the
SATCOMoperator can design the network according to their
individual management strategy by adjusting the weights of
the cost function. The effectiveness of the proposed method
in the integrated system was verified through numerical sim-
ulations, which proved that our proposed management strat-
egy performed better than the conventional strategy. Fur-
thermore, we determined the effect of increasing the number
of satellites on the performance of the proposed and conven-
tional strategies.

In future research, we aim to address the following
research challenges for a large-scale SATCOM system:

• Site diversity
• Multi-satellite beamforming
• 5G-satellite integration
• Routing mechanism via inter-satellite links
• Flexible reconfigurable antenna
• Operations strategy
• Incentive mechanism
• Security
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Sect. 3.2, we solve the following rank minimization problem
(RMP):

Problem 2 (Rank minimization problem).

minimize rank(X ),
subject to X ∈ P,

where X ∈ Rn×m is a decision variable and P is a convex set
denoting the constraints.

The RMP is an NP-hard problem; thus, the following
two heuristic methods are proposed to solve it: nuclear norm
and log-det heuristics [26].

Problem 3 (Nuclear norm heuristic for RMP).

minimize ‖X ‖∗
subject to X ∈ P,

where ‖X ‖∗ represents the nuclear norm of X defined as

‖X ‖∗ =

min{n,m}∑
i=1

σi (X ),

where σi (X ) represents the i-th singular value of X .

Problem 4 (Log-det heuristic for RMP).

minimize log det(X + δI )
subject to X ∈ P,

where δ > 0 is a small regularization constant.

In both problems, the rank function is replaced by the
nuclear norm and log-det function, respectively. It was
proved that the nuclear norm was the best approximation
of the rank function among other convex functions [27]. On
the other hand, to solve Problem 4, an iterative lineariza-
tion and minimization scheme is applied because the log-det
function is not a convex function [26].
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