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SUMMARY The hardness in solving the shortest vector problem (SVP)
is a fundamental assumption for the security of lattice-based cryptographic
algorithms. In 2010, Micciancio and Voulgaris proposed an algorithm
named the Gauss Sieve, which is a fast and heuristic algorithm for solv-
ing the SVP. Schneider presented another algorithm named the Ideal Gauss
Sieve in 2011, which is applicable to a special class of lattices, called ideal
lattices. The Ideal Gauss Sieve speeds up the Gauss Sieve by using some
properties of the ideal lattices. However, the algorithm is applicable only if
the dimension of the ideal lattice n is a power of two or n + 1 is a prime.
Ishiguro et al. proposed an extension to the Ideal Gauss Sieve algorithm in
2014, which is applicable only if the prime factor of n is 2 or 3. In this
paper, we first generalize the dimensions that can be applied to the ideal
lattice properties to when the prime factor of n is derived from 2, p or q
for two primes p and q. To the best of our knowledge, no algorithm using
ideal lattice properties has been proposed so far with dimensions such as:
20, 44, 80, 84, and 92. Then we present an algorithm that speeds up the
Gauss Sieve for these dimensions. Our experiments show that our proposed
algorithm is 10 times faster than the original Gauss Sieve in solving an 80-
dimensional SVP problem. Moreover, we propose a rotation-based Gauss
Sieve that is approximately 1.5 times faster than the Ideal Gauss Sieve.
key words: shortest vector problem, Gauss Sieve, ideal lattice, generaliza-
tion

1. Introduction

Lattice-based cryptography has attracted interest as a fun-
damental theory for designing candidates for quantum-
resistant cryptographic algorithms. The security of lattice-
based cryptographic algorithms is based on the hardness in
solving the shortest vector problem (SVP). In 1998, Ajtai [1]
proved that the SVP is a class of NP-hard problems. He in-
troduced the concept of the lattice-based cryptography as
well. A deterministic algorithm for solving the SVP called
Enumeration was proposed [2] in 1981, and Ajtai et al. pre-
sented a probabilistic algorithm called Sieving [3] in 2001,
respectively. Enumeration and Sieving are the two major
algorithms for solving the SVP. Various sieving algorithms
have been proposed and they have become the mainstream
of algorithms for solving the SVP. In 2010, Micciancio and
Voulgaris [4] proposed the Gauss Sieve (GS), which heuris-
tically solves the SVP by recursively collecting shorter vec-
tors. The GS was experimentally faster than the ordinary
sieving algorithms and it was the first sieving algorithm to
be competitive with the enumeration algorithm with regard
to its computational cost. Ducas [5] proposed the SubSieve
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algorithm in 2018, which can reduce a few lattice dimen-
sions by applying a technique of lattice orthogonalization.
Albrecht et al. [6] proposed a new sieving implementation
called g6k. It contains the existing sieving algorithms, and it
includes some heuristic techniques for speeding-up the siev-
ing procedure, such as optimization of the lattice basis up-
dating process. g6k can solve the SVP with higher dimen-
sions.

A special lattice named the Ideal Lattice contributes
to reduce the computation time of cryptosystems [7], [8].
Schneider [9] presented that some types of ideal lattices
are useful for reducing the computational time of the GS.
He characterized these ideal lattices as the Anti-cyclic lat-
tice and the Prime cyclotomic lattice. Then, he proposed
the Ideal Gauss Sieve (IGS) by utilizing the properties of
their rotation structures. The IGS is faster than the GS if
the lattice dimension n is 2a or p − 1 for an odd prime p.
Similar IGS techniques [10] enable speeding up the LLL al-
gorithm [11], which is a lattice basis reduction algorithm.
In [12], Ishiguro et al. considered a special case of ideal lat-
tices called a trinomial lattice. They claimed that the rota-
tion property of the trinomial lattice could speed up the GS
only if n is 2a3b, in addition to the Schneider’s result of 2a

or p−1. However, no algorithm that utilizes the ideal lattice
structure has been proposed in order to reduce the computa-
tional time needed to solve the SVP with other dimensions.

1.1 Contributions

We propose a new ideal lattice structure named the t-nomial
lattice as a generalized version of the anti-cyclic lattice, the
prime cyclotomic lattice, and the trinomial lattice. Then we
show that the IGS can reduce the computational time by
utilizing the t-nomial lattice for dimensions n = 2a pb(p −
1)qc(q − 1) (a, b, c ≥ 0, and p and q are odd primes s.t.
p < q). The equation obviously fits the previous results with
dimensions n = 2a, p − 1 and 2a3b. Moreover, we propose
an algorithm named the rotation-based Gauss Sieve (RGS)
algorithm that leverages the rotation structure of ideal lat-
tices to reduce the internal cost of the GS. Our experiments
confirm that our proposed algorithm is 1.5 times faster than
the IGS.

2. Definition

An m-dimensional vector is denoted by v = (v0, . . . , vm−1).
For 0 ≤ i ≤ m−1, the i-th element of v is written as v[i]. The
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Euclidean norm of a vector v is denoted by ‖v‖ =

√∑m−1
i=0 v2

i .
The inner product of two vectors u = (u0, . . . , um−1) and v =

(v0, . . . , vm−1) is 〈u, v〉 =
∑m−1

i=0 uivi. A matrix B consisting of
n linearly independent m-dimensional vectors is denoted by
B = (b0, . . . ,bn−1) ∈ Rm×n. The lattice generated by a basis
B is the set of the all linear combinations of the basis vector
b0, . . . ,bn−1

L(B) = L(b0, . . . ,bn−1) =

n−1∑
i=0

xibi

∣∣∣∣∣∣∣xi ∈ Z

 .
We call B the basis of the lattice L. In the following, let n =

m and bi ∈ Z
n. The determinant of a lattice generated by B

is det(L(B)) =
√

det(BT B). We say that n is the dimension
of the lattice. λ1(L) is the Euclidean norm of the shortest
nonzero vector in L. We define the SVP as follows.

Definition 1 (SVP). For a lattice L(B), compute a vector
v ∈ L(B) s.t. ‖v‖ = λ1(L(B)).

We can estimate the length of the shortest vector in the
n-dimensional lattice L(B) by the Gaussian heuristic, where
Γ(x) is a gamma function.

λ1(L(B)) =
1
√
π

Γ

(n
2

+ 1
) 1

n
det(L(B))

1
n

An ideal I is the subgroup of the additive group of the
ring R = Z[x]/(g(x)), where g(x) is a monic polynomial
over Z. We make a polynomial v(x) =

∑n−1
i=0 vixi ∈ I and

its coefficient vector v = (v0, . . . , vn−1) ∈ Z correspond.
Then, the set {v| v(x) =

∑n−1
i=0 vixi ∈ I} is a lattice. These

lattices satisfy the above conditions and are called ideal
lattices. Let the polynomial expression of a lattice vector
v ∈ L be v(x), then we write a rotation of the vector v(x) as
rot(v) = xv(x) mod g(x). The ideal lattice is closed under
the rotation operations. Namely, v ∈ L ⇒ rot(v) ∈ L. We
write i rotations as roti(v) = rot(roti−1(v)) and rot0(v) = v.

As monic polynomials, we use the cyclotomic poly-
nomials that are used in the Ring-Learning with Errors (R-
LWE) problem [13]. The m-th cyclotomic polynomial is
defined as follows, where gcd(i, j) represents the greatest
common divisor of two natural numbers i, j

Φm(x) =
∏

1≤k≤m,gcd(k,m)=1

(
x − e2πik/m

)
.

For instance, Φ8(x) = x4 + 1 and Φ12(x) = x4 − x2 + 1. The
degree of Φm(x) is ϕ(m) [14], where ϕ(m) is Euler’s totient
function.

3. Preliminaries

We describe the outline of the GS [4] and then give an
overview of the IGS [9] and Ishiguro’s extension [12]. We
mention the following two definitions related to lattice vec-
tors before considering the GS.

Definition 2 (Gauss-reduced). Two vectors u, v ∈ L(B) are

Algorithm 1: Reduction [4]
Input: u, v ∈ L(B)
Output: u ∈ L(B)

1 if |2〈u, v〉| > ‖v‖2 then u← u −
⌊
〈u,v〉
‖v‖2

⌉
v

2 return u

Gauss-reduced, where u, v holds ‖u ± v‖ ≥ max(‖u‖, ‖v‖).

The procedure in Algorithm 1 outputs the Gauss-
reduced vectors of u and v; u or v is recursively replaced
by the subtraction of u and v, where the vector yielded by
the subtraction has a shorter norm than u or v does. This re-
placement is called reduce. Algorithm 1 details the reduce
process. In a collision case in which two vectors are linearly
dependent, the algorithm always outputs a zero vector.

Pairwise-reduced is a generalization of “Gauss-
reduced”, which is extended to a set of vectors.

Definition 3 (Pairwise-reduced). For a set A ⊂ L(B), A
is Pairwise-reduced, where all combinations of the vectors
∀u, v ∈ A,u , v are Gauss-reduced.

3.1 Gauss Sieve

Micciancio and Voulgaris proposed two sieving algorithms
named the List Sieve and GS [4]. The GS is a practical vari-
ant of the List Sieve that probabilistically solves the SVP.
Algorithm 2 is related to the GS. The GS [4] extends a
pairwise-reduced set of lattice vectors L until a certain num-
ber of collisions occurs. When L contains a sufficient num-
ber of lattice vectors, the shortest vector of the lattice is in-
cluded in the set L with a certain probability. A new lattice
vector v is generated by a random sampling via a sampler
such as Klein’s algorithm [15]. Klein’s sampler generates
a vector by computing within O(n2). For a fresh vector v,
the GS decreases the norm of v by performing the reduce
function; so that v and all its elements of L become Gauss-
reduced, and L ∪ {v} is Pairwise-reduced. The GS contin-
ues the above procedures until the number of collisions c
reaches cmax. Finally, the GS outputs the shortest vector in
L as a candidate of the shortest vector of the lattice L(B).

3.2 Ideal Gauss Sieve

The IGS [9] is a variant of the GS that utilizes a rota-
tion structure of specific ideal lattices called Anti-cyclic lat-
tice and Prime cyclotomic lattice. The anti-cyclic lattice
is a lattice generated by a binomial cyclotomic polynomial
Φm(x) = xn + 1.

Definition 4 (Anti-cyclic lattice). The n-dimensional ideal
lattice of the ring R = Z[x]/Φm(x) is said to be an anti-cyclic
lattice, where Φm(x) = xn + 1 (n = 2a−1,m = 2a, a > 0).

The prime cyclotomic lattice is the lattice generated by
an (n + 1)-term cyclotomic polynomial.
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Algorithm 2: Gauss Sieve [4]
Input: A basis B of the lattice L(B), maximal number of

collisions cmax
Output: A candidate of the shortest vector in L(B)

1 L← {}, S ← {} , c← 0
2 while c < cmax do
3 if |S | = 0 then v← sample from L(B)
4 else v← S .pop()
5 v′ ← v
6 for ` ∈ L do
7 v← Reduction(v, `)

8 if ‖v‖ = 0 then c← c + 1
9 else if v′ , v then S .push(v)

10 else
11 for ` ∈ L do
12 `′ ← Reduction(`, v)
13 if `′ , ` then
14 L← L \ {`}
15 S .push(`′)

16 L← L ∪ {v}

17 return the shortest vector in L (a candidate of the shortest vector
in L(B))

Definition 5 (Prime cyclotomic lattice). The n dimensional
ideal lattice of the ring R = Z[x]/Φm(x) is said to be the
prime cyclotomic lattice, where Φm(x) = xn + xn−1 + · · · + 1
(n = p − 1,m = p, p is a prime).

For an n-dimensional vector v and 0 ≤ i ≤ n − 1, the
rotation of the anti-cyclic lattice rot(v) is

rot(v)[i] =

{
−v[n − 1] (i = 0)
v[i − 1] (otherwise).

The time complexity of rot(v) for an anti-cyclic lattice is
O(1) when using a bidirectional list. v has the same Eu-
clidean norm as rot(v). The rotation of the prime cyclotomic
lattice is

rot(v)[i] =

{
−v[n − 1] (i = 0)
v[i − 1] − v[n − 1] (otherwise).

The computational complexity of rot(v) for the prime cy-
clotomic lattice is O(n). In general, the norm of rot(v) is
different from the norm of v, and it is not larger than 2‖v‖.
Schneider applied these rotation formulae to implement the
Reduction function, i.e., if input of GS is an ideal lattice,
Reduction in Algorithm 2 can be replaced by ReduceRot
function in Algorithm 3. The ReduceRot function increases
the probability of reducing the norm of u since roti(v) for
all i > 0 is used to reduce u in addition to v. The proba-
bility Pr[‖u′‖ < ‖u‖ | u′ = Reduction(u, roti(v))] for any
i is identical to Pr[‖u′‖ < ‖u‖ | u′ = Reduction(u, v)] if
input basis is the prime cyclotomic lattice and roti(v) is lin-
early independent of v, since roti(v) for any i satisfies that
‖roti(v)‖ = ‖v‖. Note that there exist two vectors u and v
such that Reduction(u, roti(v)) fails for all i. Schneider
presented that both of the lattices speed up the GS in prac-
tice when dimension n = 2a and n = p − 1, where a ≥ 0 and
p is a prime.

Algorithm 3: ReduceRot [9]
Input: u, v ∈ L(B)
Output: u ∈ L(B)

1 v′ ← v
2 for i← 0, 1, · · · , n − 1 do
3 if |2〈u, v′〉| > ‖v′‖2 then u← u −

⌊
〈u,v′〉
‖v′‖2

⌉
v′

4 v′ ← rot(v′)

5 return u

3.3 Ishiguro’s Extension

Ishiguro et al. [12] extended the dimensions in the IGS by
analyzing the property of the trinomial lattice, and proposed
a method for improving the performance of the algorithm.

Definition 6 (Trinomial lattice). The n-dimensional ideal
lattice of the ring R = Z[x]/Φm(x) is said to be a trinomial
lattice, where

Φm(x) =

xn + xn/2 + 1 (n = 2 · 3a−1,m = 3a)

xn − xn/2 + 1 (n = 2a3b−1,m = 2a3b)

(1)

(2)

where, a > 0 and b > 0.

They revealed that for an n-dimensional lattice v, the
rotation of the trinomial lattice is

rot(v)[i] =


−v[n − 1] (i = 0)
v[i − 1] ∓ v[n − 1] (i = n

2 )
v[i − 1] (otherwise)

where, 0 ≤ i ≤ n − 1. The ∓ operator is − in the case of
Eq. (1) and + for Eq. (2). The computational complexity of
rot(v) for the trinomial lattice is almost identical to that of
the anti-cyclic lattice since the positions of v that need to be
updated by the rotation are only v[0],v[ n

2 − 1], and v[n − 1].
However, the norm of rot(v) for the trinomial lattice is larger
than that of v with a probability of 5/8. We consider the the
difference of norm ‖rot(v)‖2 − ‖v‖2 = v[n − 1]2 + 2v[ n

2 −

1]v[n− 1] (when Eq. (2)), then necessary and sufficient con-
dition for Pr[‖rot(v)‖2−‖v‖2 ≤ 0] are; (i) v[ n

2−1] and v[n−1]
have opposite signs and (ii) |v[n−1]| ≤ 2|v[ n

2 −1]|. Then we
achieve Pr[‖rot(v)‖2 − ‖v‖2 ≤ 0] = 3/8 since the probability
of (i) is 1/2 and (ii) is 3/4 respectively. The case of Eq. (1)
is the same. (see the detail in the experimental result and
norm analysis in Sect. 5.) Hence, rotating v n − 1 times as
for the anti-cyclic lattice and prime cyclotomic lattice is not
effective. Ishiguro et al. claimed that the optimal number of
rotations is 12 for a trinomial lattice through experiments as
well as consideration of the inverse rotation of trinomial lat-
tices. The inverse element of x mod Φm(x) for the trinomial
lattice is x−1 = −xn−1 − x

n
2 for Eq. (1) and x−1 = −xn−1 + x

n
2

for Eq. (2). Therefore, they presented the inverse rotation of
the trinomial lattice rot−1(v) as follows;

rot−1(v)[i] =


−v[0] (i = n − 1)
v[i + 1] ∓ v[0] (i = n

2 − 1)
v[i + 1] (otherwise),
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Algorithm 4: ReduceInverseRot [12]
Input: u, v ∈ L(B)
Output: u ∈ L(B)

1 v′ ← v
2 v′′ ← v
3 for i← 0, 1, · · · , k do
4 if |2〈u, v′〉| > ‖v′‖2 then u← u −

⌊
〈u,v′〉
‖v′‖2

⌉
v′ v′ ← rot(v′)

5 for i← 0, 1, · · · , k do
6 if |2〈u, v′′〉| > ‖v′′‖2 then u← u −

⌊
〈u,v′′〉
‖v′′‖2

⌉
v′′

7 v′′ ← rot−1(v′′)

8 return u

where, 0 ≤ i ≤ n − 1 and the operator ∓ is denoted in the
same manner as for the rotation. They improved the suc-
cess probability of reduction in the ReduceRot function by
utilizing the inverse rotation in addition to the rotation. The
improved ReduceRot function is shown in Algorithm 4. In
practice, they achieved a 25-fold increase in speed of the GS
when n = 96.

4. Proposed Algorithm

In Sect. 4.1, we first introduce a t-nomial lattice that general-
izes the concepts of anti-cyclic lattice, prime cyclotomic lat-
tice and trinomial lattice, where t is the number of terms in
the cyclotomic polynomials. Then, we present the rotation
and the inverse rotation of the t-nomial lattice. Rotation-
based Gauss Sieve is presented in Sect. 4.2.

4.1 t-Nomial Lattice

Let m be the index of the cyclotomic polynomial Φm(x). We
define the t-nomial lattice as follows;

Definition 7 (t-nomial lattice). The n-dimensional ideal lat-
tice of the ring R = Z[x]/Φm(x) is said to be a t-nomial
lattice, where the cyclotomic polynomial Φm(x) has t terms.

We consider a relationship between the number of
terms t and m. An index m is divided into four cases by
the number of types of odd primes contained in the integer
factorization of m. If the integer factorization of m contains
no odd primes, then the next condition holds.

Lemma 1 ([9]). If m = 2a(a ≥ 1), then t = 2.

If Lemma 1 holds, the t-nomial lattice is an anti-cyclic
lattice. If the integer factorization of m contains one type
of odd prime p, then cyclotomic polynomial Φm(x) is repre-
sented as follows.

Lemma 2 ([14], [16]). For an odd prime p, if m = 2a pb(a ≥
0, b ≥ 1), then Φm(x) =

∑p−1
i=0 (−1)ixi2a−1 pb−1

.

When m = 2a pb(a ≥ 0, b ≥ 1), the number of terms t is
computed from Lemma 2.

Corollary 1. For an odd prime p, if m = 2a pb(a ≥ 0, b ≥ 1),
then t = p.

Proof. From Lemma 2, Φm(x) is extended to Φ2a pb (x) =

1 − x2a−1 pb−1
+ x2·2a−1 pb−1

− · · · + x2a−1 pb−1(p−1). Obviously, this
formula consists of p terms. �

The trinomial lattice is the case of Corollary 1. To con-
sider the case where the integer factorization of m contains
two types of odd primes, we give the following lemma;

Lemma 3. For two odd primes p, q(p < q), the number of
terms of Φ2a pbqc (x) equals to Φpq(x).

Proof. For relatively prime numbers s, t and an integer m,
Φsmt(x) = Φst(xsm−1

) [16]. Therefore, since 2 and pbqc are
relatively prime, Φ2a pbqc (x) = Φ2pbqc (x2a−1

). Let y = x2a−1
.

Then the number of terms of Φ2a pbqc (x) equals to Φ2pbqc (y).
For an odd number n > 1, Φ2n(x) = Φn(−x) [14]. Since
pbqc is an odd, Φ2pbqc (y) = Φpbqc (−y). Let z = −y. The
number of terms of Φ2pbqc (y) equals to Φpbqc (z). Similarly,
it is confirmed that the number of terms Φ2a pbqc (x) equals to
Φpq(x). �

Carlitz [17] found that the number of terms of Φpq(x).
Hence, it allows us to compute the number of terms of
Φ2a pbqc (x) by combining [17] with Lemma 3 as follows.

Corollary 2. For an odd prime p, choose an odd prime q >
p where q ≡ 1, 2, p − 1, p − 2 mod p. For m = 2a pbqc(a ≥
0, b ≥ 1, c ≥ 1) and k = bq/pc, the number of terms t =

2k(p−1) + 1, k(p2−1)/2 + p, 2k(p−1) + 2p−3, (k + 1)(p2−

1)/2 − p for q ≡ 1, 2, p − 1, p − 2 mod p respectively.

For m except for the case of Corollary 1 and Corol-
lary 2, a relationship between t and m is still unknown. In
this situation, t is calculated by deriving the Φm.

As the next step, we consider a relationship between n
and m where m is the case of Corollary 1 or Corollary 2.
Then, the rotation and the inverse rotation for m are pre-
sented. We omit the case of m = 2a because it is the case
of the anti-cyclic lattice itself. For a t-nomial lattice where
m = 2a pb, the dimension n is computed as follows.

Lemma 4. If m = 2a pb (a ≥ 0, b ≥ 1), then n is,

n =

{
pb−1(p − 1) (a = 0)
2a−1 pb−1(p − 1) (a ≥ 1).

Proof. For relatively prime numbers x and y, ϕ(xy) =

ϕ(x)ϕ(y). For a prime p and a natural number k, ϕ(pk) =

pk−1(p − 1). Hence, for a natural number a ≥ 1 and b ≥ 1,
ϕ(2a pb) = ϕ(2a)ϕ(pb) = 2a−1 pb−1(p − 1). Likewise, for
a = 0, ϕ(pb) = pb−1(p − 1) since m = pb. �

We present the rotation and the inverse rotation when
m = 2a pb from Corollary 1 and Lemma 4.

Lemma 5. For m = 2a pb, 0 ≤ i ≤ n − 1 and 1 ≤ ` ≤ t − 2,
the rotation of v is,
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rot(v)[i] =


− v[n − 1] (i = 0)

v[i − 1] ∓ v[n − 1] (i = `n
t−1 , ` is odd)

v[i − 1] − v[n − 1] (i = `n
t−1 , ` is even)

v[i − 1] (otherwise)

The operator ∓ is − when a = 0; otherwise it is + (a , 0).
The inverse rotation rot−1(v) is,

rot−1(v)[i] =


− v[0] (i = n − 1)

v[i + 1] ∓ v[0] (i = `n
t−1 − 1, ` is odd)

v[i + 1] − v[0] (i = `n
t−1 − 1, ` is even)

v[i + 1] (otherwise).

The operator ∓ denotes the same operation as for the rota-
tion.

Proof. We have Φpb (x) =
∑p−1

i=0 xipb−1
and Φ2a pb (x) =∑p−1

i=0 (−1)ixi2a−1 pb−1
[14], [16]. The polynomial expression

of the rotation is given by substituting the above equa-
tion in the xv(x) mod Φm(x). As for the inverse rotation,
we compute the inverse element x−1 modulo Φm(x). For
a = 0, the inverse element is x−1 = −

∑p−1
i=1 xipb−1−1, and for

a , 0, x−1 =
∑p−1

i=1 (−1)ixi2a−1 pb−1−1. The polynomial expres-
sion of the inverse rotation is given by substituting x−1 in
x−1v(x) mod Φm(x) and by calculating the equation†. �

From Lemma 2, it is confirmed that the rotation/inverse
rotation of the trinomial lattice is the case of a t-nomial lat-
tice where t = 3.

For m = 2a pbqc, n is obtained in the same way as in
Lemma 4.

Lemma 6. If m = 2a pbqc(a ≥ 0, b ≥ 1, c ≥ 1) , n is,

n =

{
pb−1(p − 1)qc−1(q − 1) (a = 0)
2a−1 pb−1(p − 1)qc−1(q − 1) (a ≥ 1)

When m = 2a pbqc, the coefficients of Φm(x) are any
of −1, 0, 1 [18]. The coefficients of the n-th degree and 0-th
degree of Φm(x) are always 1. The coefficient vector c is
defined as c = (c1, . . . , cn−1), ci ∈ {−1, 0, 1},

∑n−1
i=1 |ci| = t − 2.

By using c, the cyclic polynomial for m = 2a pbqr is written
as Φm(x) = 1+c1x+ · · ·+cn−1xn−1 + xn. The rotation/inverse
rotation is presented as follows.

Lemma 7. For the coefficient vector c, the rotation of the
vector v for m that satisfies Φm(x) = 1+c1x+ · · ·+cn−1xn−1 +

xn (including the condition of both Corollary 1 and Corol-
lary 2) is,

rot(v)[i] =

{
−v[n − 1] (i = 0)
v[i − 1] − civ[n − 1] (otherwise).

The inverse rotation rot−1(v) is,

rot−1(v)[i] =

{
−v[0] (i = n − 1)
v[i + 1] − civ[0] (otherwise).

†We used Sympy to calculate the equation, which is a mathe-
matical library of Python.

The rotation and inverse rotation formulae in Lemma 7
is the generalization of the formulae in Lemma 5. The actual
value of c needs to be computed by deriving the cyclotomic
polynomial Φm(x) for m = 2a pbqr. From the above calcu-
lation, the rotation and the inverse rotation for the t-nomial
lattice are computed.

We analyze the computational complexity of the rota-
tion/inverse rotation of the t-nomial lattice.

Theorem 1. The computational complexity of the rota-
tion/inverse rotation of the t-nomial lattice is O(t).

Proof. From the Lemma 5 and Lemma 7, there are a total
of t positions of the vectors need to be updated. For the
beginning and end of the vector, delete and insert operations
are performed in O(1) respectively, using a bidirectional list.
For each t − 2 position, except for the positions mentioned
above, the subtraction operation in the equation of the rota-
tion is performed. In total, the rotation is performed in O(t).
The same applies to the inverse rotation. �

We explain concrete examples of t-nomial lattices for
t = 5 and 7. When m = 2a5b, the ideal lattice is a
5-nomial lattice. At this time, the rotation is rot(v) =

(−vn−1, v0, v1, · · · , v n
4−1 ∓ vn−1, · · · , v n

2−1 − vn−1, · · · , v 3n
4 −1 ∓

vn−1, · · · , vn−2). When m = 2a7b or m = 2a3b5c, the
ideal lattice is a 7-nomial lattice. For m = 2a3b5c, the
cyclotomic polynomial is Φ2a3b5c (x) = xn ∓ x

7n
8 ± x

5n
8 −

x
n
2 ± x

3n
8 ∓ x

n
8 + 1. Then, the rotation is rot(v) =

(−vn−1, v0, v1, · · · , v n
8−1 ± vn−1, · · · , v 3n

8 −1 ∓ vn−1, · · · , v n
2−1 +

vn−1, · · · , v 5n
8 −1 ∓ vn−1, · · · , v 7n

8 −1 ± vn−1, · · · , vn−2).

4.2 Rotation-Based Gauss Sieve

The RGS is a variant of the IGS that reduces the compu-
tational complexity of the preprocessing of the ReduceRot
function of the IGS. We propose the ImprovedReduceRot
function in Algorithm 5 as a replacement for the ReduceRot
function. In the previous algorithm (Algorithm 3, 4),
ReduceRot (ReduceInverseRot) function needs to copy v to
v′ (Line 1 in Algorithm 3, 4) to prevent v itself to be changed
due to the rotation v← rot(v). The rotation for v may break
the pairwise-reduced relationship between v and the list L if
v changes since the input vector v is pairwise-reduced to L
in the GS algorithm.

In contrast, the ImprovedReduceRot function can ro-
tate v itself and no preprocessing for v is required. We con-
sider the period of rotation to explain the algorithm.

Theorem 2. For a cyclotomic polynomial Φm(x), the period
of rotation is m. Namely, rotm(v) = v.

Proof. By transposing the recurrence relation given by
the definition of the cyclotomic polynomial Φm(x) =

xm−1∏
d|m,d,m Φd(x) , we obtain xm = Φm(x)

∏
d|m,d,m Φd(x) + 1.

Hence, xm ≡ 1 mod Φm(x). Namely, rotm(v) = xmv(x) ≡
v(x) mod Φm(x) = v. Let i be a divisor of m satisfies i < m,
then, xi − 1 = Φi(x)

∏
d|i,d,i Φd(x). xi − 1 is not divisible by
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Φm(x) since Φm(x) is a divisor of xm − 1 and is not a divisor
of xk−1 for any k < m. Thus, Φi(x)

∏
d|i,d,i Φd(x) is also not

divisible by Φm(x) and xi . 1 mod Φm(x) for i < m. �

From Theorem 2, the original vector v is obtained
by rotating it until reaching the period of v. In the
ImprovedReduceRot function, v is rotated (inversely) to-
ward a closer period of v after k rotations and reductions
(Line 4 in Algorithm 5). The process between Line 6 and
Line 10 is to apply the reduction for the inverse direction.
The purpose of rotations in Line 6 and Line 10 is to initial-
ize the rotated vector v to the non-rotated state. Namely,
v← rot−k(rotk(v)) in Line 6 and v← rotk(rot−k(v)) in Line
10. The optimal value of k depends on m and t. The anal-
ysis of k is described in Sect. 5. If m is even, the following
equation holds.

Corollary 3. If m is even, rot m
2 (v) = −v.

Proof. Let m = 2m′. From Φ2m′ (x) = x2m′−1∏
d|2m′ ,d,2m′ Φd(x) and

x2m′ − 1 = (xm′ + 1)(xm′ − 1), xm′ =
Φ2m′ (x)

∏
d|2m′ ,d,2m′ Φd(x)
xm′−1 − 1.

Since
∏

d|2m′,d,2m′ Φd(x) is divisible by xm′ −1 then xm′ ≡ −1
mod Φm(x). Thus, rotm′ (v) = −v. �

If v and L are pairwise-reduced, then −v and L are
pairwise-reduced. Thus, we use m/2 as the maximal number
of rotation when m is even.

We evaluate the difference in the computational com-
plexity between the copy operation in Algorithm 3 and
that required to rotate rotk(v) to v in Algorithm 5. The
complexity of the former is O(n), while that of the lat-
ter is O(min(k,m − k)t). In Sect. 5, it is claimed that
min(k,m − k) is a constant. The complexity of the rota-
tion is O(t). Since t ≤ n − 1, the time complexity required
by the ImprovedReduceRot function is smaller than that of
the ReduceRot function. In the GS, the reduce function is
repeatedly called until the shortest vector is found. Thus,
the overall computational time can be reduced by replacing
the ReduceRot function with the ImprovedReduceRot func-
tion. The experimental results of the RGS are presented in
the next section.

5. Experiments and Analysis

We compute the optimal number of rotations k for a t-nomial
lattice with various values of t and then analyze k by com-
paring the norm of v with that of rot(v). Furthermore, we
measure the performance of our method and existing meth-
ods for SVPs in ideal lattices. Our implementation is based
on the gsieve library released by Voulgaris [19]. We im-
plemented our algorithm in C++. All experiments were per-
formed on iMac (8GB of memory and Intel Core i5 3GHz
CPU).

First, we computed the optimal number of rotations k
for each t. In the experiments, we measured the average run-
time needed to solve the Ideal Lattice Challenge† for 10 ex-

†https://www.latticechallenge.org/ideallattice-challenge/

Algorithm 5: ImprovedReduceRot
Input: u, v ∈ L(B), number of rotations k
Output: u ∈ L(B)

1 for i← 0, · · · , k do
2 if |2〈u, v〉| > ‖v‖2 then u← u −

⌊
〈u,v〉
‖v‖2

⌉
v

3 v← rot(v)

4 if k ≥ m − k then v← rotm−k(v)
5 else
6 v← rot−k(v)
7 for i← 1, · · · , k do
8 if |2〈u, v〉| > ‖v‖2 then u← u −

⌊
〈u,v〉
‖v‖2

⌉
v

9 v← rot−1(v)

10 v← rotk(v)

11 return u

Fig. 1 Runtime of solving Ideal SVP for t = 2, 3, 5 and 7.

Fig. 2 Runtime of solving Ideal SVP for n ≈ 40.

ecutions. For each executions, we generated an input basis
randomly. We omitted the inverse rotation direction for the
sake of simplicity. Figure 1 shows the results for t = 2, 3, 5
and 7. Figure 2 shows the result for various t where the di-
mension n is fixed in near 40. The runtime was minimized
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when n = m/2 for t = 2, The optimal k = 13, which is
similar to the result of Ishiguro et al., where t = 3, as well
as k − 6 at t = 5 and k = 3 at t = 7. Thus, the number of
rotations k decreases as t increases.

From Fig. 2, two local minima of the runtime exist de-
pending on m and t. When m = p or 2p, where p is an odd
prime, the runtime is minimum when k is p. To analyze the
result, we show the non-recursive expression of the i-times
rotation and inverse rotation for m = p, 2p.

Proposition 1. For m = p, an integer i and 0 ≤ j ≤ n − 1,
roti(v) is,

roti(v)[ j] = v[x] − v[y], (3)

where, x = (−i + j) mod p, y = (−i − 1) mod p and v[n] =

v[p − 1] = 0.

Proof. We show Eq. (3) by the mathematical induction. For
i = 0, rot0(v)[ j] = v[ j] − v[p − 1] = v[ j]. We as-
sume that Eq. (3) is correct for a certain i. From Lemma 5,
rot(roti(v)[ j]) = roti(v)[ j − 1] − roti(v)[n − 1] for j > 0.
From

roti(v)[ j − 1] = v[(−i + j − 1) mod p] − v[y]

and

roti(v)[n − 1] = v[(−i − 2) mod p] − v[y],

we get

roti+1(v)[ j] = v[−((i + 1) + j) mod p]
−v[−((i + 1) − 1) mod p].

The case for j = 0 is trivial. The same can be said for
rot−1. �

Proposition 2. For m = 2p, roti(v) is,

roti(v)[ j] =


− v[x] + (−1) j+1v[y] (i1 > j, i2 < p)

v[x] + (−1) j+1v[y] (i1 ≤ j, i2 < p)

v[x] + (−1) jv[y] (i1 > j, i2 ≥ p)

− v[x] + (−1) jv[y] (i1 ≤ j, i2 ≥ p),

where, x = (−i + j) mod p, y = (−i − 1) mod p. i1 = i mod
p, i2 = i mod 2p and 0 ≤ i1 < p, 0 ≤ i2 < 2p.

Proof. We can show the proposition in the same manner as
Proposition 1. �

From Proposition 1, 2 no correlation exists between the
number of rotations i and the norm since i only appears as
the index of v in the formulae. Thus even if the number
of rotations i increases, the norm does not increase signif-
icantly. Therefore, the runtime is minimized when k is the
period p. For m , p, 2p, the runtime is minimized when k
is small or when k is the period of m. The following two
reasons are considered:

Reason 1 The norm changes as the number of rotations

varies.
Reason 2 The norm has a period of m or m/2.

We consider the subtraction between a rotated vector and
an original vector for Reason 1. The coefficients of Φm(x)
are restricted to be chosen from {0, 1} for the simplicity,
but the following discussion can be extended to the case of
{−1, 0, 1}. The subtraction between the norm is,

‖rot(v)‖2 − ‖v‖2 = (t − 2)v2
n−1 − 2vn−1

t−2∑
l=1

vil . (4)

Where the number of terms is t, the dimension is n and 0 ≤
i1 < i2 < · · · < il < n − 1. If ‖rot(v)‖ ≤ ‖v‖, then the
probability that a reduction using rot(v) succeeds is greater
than that when using v. This proposition is derived from the
following observation.

Observation 1. For any 0 ≤ r1 < r2 ≤ 2, Pr[‖u′‖ ≤
‖u‖ | u′ = Reduction(u, v1)] > Pr[‖u′‖ ≤ ‖u‖ | u′ =

Reduction(u, v2)], where ‖v1‖ = r1‖u‖ and ‖v2‖ = r2‖u‖.

We conducted an experiment to show the observation.
The result is in Fig. 3. In the experiment, we generate an
n-dimensional random vector u normalized to ‖u‖ = 1 (we
assume the type of a vector is floating point). Then we gen-
erate a random vector v satisfies ‖v‖ = r‖u‖ for a certain r.
We counted the number of successful reductions of u and
v for 104 iterations. We varied r and n for 0 ≤ r ≤ 2 and
n = 5, 10, 20, 100, 200, 1000. From Fig. 3, the success prob-
ability increases with decreasing r and the larger the dimen-
sion n, the smaller the probability.

For further concrete analysis, we evaluated Observa-
tion 1 for rot(v). The results are in Figs. 4, 5 and 6. In
the experiments, we generate two random vectors u and
v satisfy ‖u‖ = ‖v‖ = 1. We counted the number of
success reductions of Reduction(u, rot(v)) for each ratio
r = ‖rot(v)‖ out of 106 operations. From the results, it
was confirmed that the success probability increases as the
r decreases. Whereas, the number of success reductions is

Fig. 3 The success probability Pr[‖u′‖ ≤ ‖u‖ | u′ = Reduction(u, v)],
where ‖v‖ = r‖u‖ for the ratio 0 ≤ r ≤ 2.
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Fig. 4 The success probability and the number of success reduction of
Reduction(u, rot(v)) for the trinomial lattice (n = 6).

Fig. 5 The success probability and the number of success reduction of
Reduction(u, rot(v)) for the trinomial lattice (n = 18).

distributed centered at r = 1. We overlay the graph corre-
sponding to Reducton(u, v) for each dimension in the blue
line. It can be seen that the results of Reduction(u, v) and
Reduction(u, rot(v)) are almost identical. Regarding to the
variance of the reduction, the pentanomial lattice (Fig. 6)
seems to larger than the trinomial lattice (Fig. 4) due to its
rotation formula.

Now we analyze the probability Pr[‖rot(v)‖ ≤ ‖v‖] for
t. From Eq. (4), the necessary and sufficient condition of
(t − 2)v2

n−1 − 2vn−1
∑t−2

l=1 vil < 0 is, vn−1
∑t−2

l=1 vil > 0 and
|vn−1| <

2
t−2

∣∣∣∑t−2
l=1 vil

∣∣∣. If each element of the vector is cho-
sen from an uniform distribution and all elements are identi-
cally distributed, then the probability p(t) that the norm of a
t-nomial vector decreases by a rotation is approximated by
the following equation.

Theorem 3. We assume that each element of a vector
is chosen from the uniform distribution on [−1, 1], then
p(t) is approximated by p(t) '

√
3

2(t−2)π (1 − e−
3(t−2)

8 ) +

1
2 erf(

√
3(t−2)

2 ) − 1
2 erf( 1

2

√
3(t−2)

2 ), where, erf(x) is the error

Fig. 6 The success probability and the number of success reduction of
Reduction(u, rot(v)) for the pentanomial lattice (n = 4).

Fig. 7 Probability Pr[‖rot(v)‖ ≤ ‖v‖] for t.

function s.t. erf(x) =
∫ x

0
2
√
π
e−z2

dz.

Proof. The probability that vn−1 and
∑t−2

l=1 vil have the same
sign is 1/2. The expected value of each element of the vector
is 0, and the variance is t−2

3 . Thus, the probability density
function f (z) of z = 2

t−2

∣∣∣∑t−2
l=1 vil

∣∣∣ is approximated using the
central limit theorem as follows,

f (z) '

 0 z < 0

2
√

3
2π(t−2) e

− 3z2
2(t−2) z ≥ 0.

By the definition of the cumulative distribution function,

Pr [|vn−1| < z] is denoted as Pr [|vn−1| < z] = 2
t−2

∫ t−2
2

0 z f (z)dz+∫ t−2
t−2
2

f (z)dz. Finally, we obtain the above equation since

p(t) ' 1
2 Pr [|vn−1| < z]. �

Figure 7 shows p(t) and the experimental value of the
norm decrease probability for various t. In our experiments,
each element of the vector v was first chosen from the uni-
form distribution on [−105, 105], then we rotated v and com-
pared the norms of v and rot(v). We calculated the ratio at
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Table 1 Runtime for solving ideal lattice SVP (in seconds). The result
of this paper is represented by bold font.

m n t GS IGS RGS1† RGS2†

128 64 2 7, 432 18 17 –
192 64 3 3, 423 129 113 73
200 80 5 904, 860 98,581∗ 89,502∗ 52,164∗
240 64 7 5, 127 745∗ 666∗ 455∗

∗ using t-nomial lattice
† using ImprovedReduceRot function

which the norm decreased over 105 executions. Figure 7
shows that p(t) approximated the experimental value almost
correctly. We also confirmed that the probability of a de-
crease in the norm decreases as t increases. Thus, the larger
the value of t is, the more easily the norm tends to increase
per a rotation, and the optimal number of rotations t is con-
sidered to be small.

We generalize the discussion above from one rota-
tion to k-fold rotations. Assume that the norm of the vec-
tor v increases to c‖v‖ or decreases to ‖v‖/c per a ro-
tation (c > 1). When we rotate a vector v k times,
an important factor of success of a reduction is that the
norm ‖rotk(v)‖ does not increase significantly from v and
it stays in a certain range. Let Pk(t) be the probabil-
ity that ‖rotk(v)‖ satisfies ‖v‖/c ≤ ‖rotk(v)‖ ≤ c‖v‖
for k. By using p(t) in Theorem 3, Pk(t) is written as
Pk(t) =

(
k
d k

2 e

) (
p(t)d

k
2 e(1 − p(t))b

k
2 c + p(t)b

k
2 c(1 − p(t))d

k
2 e
)
. For

a threshold τ, we compute the maximum k that satisfies
Pk(t) ≥ τ. When τ = 0.3, k is theoretically derived that is
closer to the experimental value of k as follows, when t = 3
then k = 15, when t = 5 then k = 5, when 7 ≤ t ≤ 17 then
k = 3, when 18 ≤ t ≤ 33 then k = 2, and when 34 ≤ t then
k = 1. At least one rotation is valid for speeding up the GS
for any dimension.

We compared the average runtime between the pro-
posed algorithm and the existing algorithms for 10 execu-
tions. The results are displayed in Table 1. We imple-
mented the GS, the IGS with the ReduceInverseRot function
(IGS), the RGS without the inverse rotation for the reduction
(RGS1), and the RGS with the inverse rotation (RGS2). The
cyclotomic polynomials for each m are, Φ128(x) = x64 + 1,
Φ192(x) = x64 − x32 + 1, Φ200(x) = x80 − x60 + x40 − x20 + 1
and Φ240(x) = x64 + x56 − x40 − x32 − x24 + x8 + 1. For
t > 3, we implemented t-nomial rotation/inverse rotation
in IGS and compared the runtime with those of RGS1 and
RGS2 under the same conditions. We used the optimal num-
ber of rotations k obtained in the previous experiment. For
t = 2, since the inverse rotation is useless because we rotate
a vector until reaching its period, IGS uses the ReduceRot
function instead, and we omit RGS2. Table 1 shows that
RGS1 is faster than GS and IGS nevertheless RGS1 did not
use the inverse rotation. The main reason is that the pro-
cess of copying vector v in IGS required much more time
in practice than the rotation without it in RGS1. More-
over, RGS2 is approximately 1.5 times faster than RGS1, as
the ImprovedReduceRot function enables a reduction in the
vector u by inverse rotations without additional cost to pre-

Table 2 List size |L| (# of sampled vectors) of IGS, RGS1 and RGS2. The
bold font represents the smallest one.

m n t IGS RGS1 RGS2

128 64 2 685 685 –
192 64 3 2, 932 3, 796 2,502
200 80 5 76, 931 78, 460 50,042
240 64 7 9, 594 8, 972 7,821

pare an extra vector v′′ for the inverse rotation. The function
leverages the inverse rotation for the reduction more effi-
ciently than does the ReduceInverseRot function. Table 1
also implies that the t-nomial lattice is useful for not only
our algorithm, but also others such as IGS based on the GS.
For the same dimension, the smaller t is, the smaller the run-
time due to the cost of the rotation for t and the probability
of decreasing the norm by a rotation. We presented the first
time that GS could be sped up for t > 3.

The space complexity is bounded by the list size of L,
in which Gauss-reduced and relatively shorter lattice vectors
are contained. We measured the average list size of IGS,
RGS1 and RGS2 for 10 executions. The results are showen
in Table 2. When t = 2, no difference exists between IGS
and RGS. For other values of t, RGS2 is the smallest among
the algorithms. However, RGS1 is not always smaller than
IGS. The main reason is that the probability of a collision is
higher when one uses the inverse rotation for the reduction.

6. Conclusion

In this paper, we defined t-nomial lattices as a generalized
expression of anti-cyclic lattices, prime cyclotomic lattices,
and trinomial lattices. Then, we designed the rotation oper-
ation and the inverse rotation operation for t-nomial lattices
by unraveling the relationship between the dimension n of
the input vectors, Φm(x) and t, i.e., the number of terms of
Φm(x). We applied the rotation and inverse rotation struc-
tures of t-nomial lattices to the IGS, and showed that it could
reduce the computational time of the GS regardless of the
dimensions. Moreover, we proposed RGS algorithm that
could reduce the overhead caused by the copying of vectors
in the IGS. Our experimental results suggested that the RGS
was more than 1.5 times faster than the IGS.
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