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Private Information Retrieval from Coded Storage in the Presence
of Omniscient and Limited-Knowledge Byzantine Adversaries∗

Jun KURIHARA†,††,†††a), Toru NAKAMURA†††,††††, and Ryu WATANABE††††, Members

SUMMARY This paper investigates an adversarial model in the sce-
nario of private information retrieval (PIR) from n coded storage servers,
called Byzantine adversary. The Byzantine adversary is defined as the one
altering b server responses and erasing u server responses to a user’s query.
In this paper, two types of Byzantine adversaries are considered; 1) the clas-
sic omniscient type that has the full knowledge on n servers as considered
in existing literature, and 2) the reasonable limited-knowledge type that has
information on only b+u servers, i.e., servers under the adversary’s control.
For these two types, this paper reveals that the resistance of a PIR scheme,
i.e., the condition of b and u to correctly obtain the desired message, can be
expressed in terms of a code parameter called the coset distance of linear
codes employed in the scheme. For the omniscient type, the derived con-
dition expressed by the coset distance is tighter and more precise than the
estimation of the resistance by the minimum Hamming weight of the codes
considered in existing researches. Furthermore, this paper also clarifies that
if the adversary is limited-knowledge, the resistance of a PIR scheme could
exceed that for the case of the omniscient type. Namely, PIR schemes can
increase their resistance to Byzantine adversaries by allowing the limitation
on adversary’s knowledge.
key words: private information retrieval, coded storage, coset distance,
Byzantine adversary

1. Introduction

1.1 Background

Private information retrieval (PIR) [2] is a protocol allow-
ing a user to retrieve a message from a set of n storage
(database) servers, without revealing any information about
the identity of the user’s desired message to each server
or sets of colluded servers. Recently, PIR schemes for
distributed coded storage have been actively studied, e.g.,
[4], [15]–[17]. In PIR schemes from coded storage, every
original message is encoded into a codeword of an [n, k] lin-
ear code C, and each coordinate of an encoded message is
stored at each server. Also, queries from a user are also cho-
sen from another linear code to privately retrieve a message.
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In the context of PIR schemes from coded storage, sev-
eral new adversarial settings have been introduced. Byzan-
tine adversary [5], [16] is such one who intrudes a set of
servers and corrupts server responses to a user’s query. Con-
sider a Byzantine adversary who pollutes b responses and
erases u responses in n server responses to a user’s query.
Then, provided n > k + t + 2b + u − 1, the explicit scheme
of Tajeddine et al. [16] allows a user to correctly retrieve
the desired message in the presence of the Byzantine adver-
sary without revealing the user’s demand to at most t col-
luded servers. This scheme was proven to be optimal in
the sense of the download efficiency under a specific con-
dition of a PIR scheme [5], i.e., leveraging specific codes
for storage construction and query generation. However, the
resistance to the Byzantine adversary in PIR schemes based
on arbitrary linear codes have not been characterized yet.
Namely, the condition on the numbers of polluted and erased
responses, b and u, to correctly retrieve the desired message
is still unknown for a PIR scheme employing arbitrary codes
for storage and query. Moreover, considering the intrusion
to storage servers, the adversarial model considered in exist-
ing researches is not practical since it has been assumed to
have full-knowledge of all of n servers about messages and
queries for the corruption of a subset of n responses.

1.2 Our Contribution

In this paper, we aim to express the resistance to Byzantine
adversaries in arbitrary-code-based PIR schemes in terms of
parameters of their employed codes. To this end, we first
(re)formulate the process of PIR schemes from coded stor-
age and redefine the decoding at the retrieval process as the
identification of a coset. This decoding approach is com-
pletely different from that of Tajeddine et al. [16] based
on the minimum Hamming distance [11], i.e., identifica-
tion of a codeword. Secondly, we introduce two settings
of Byzantine adversaries in PIR schemes from coded stor-
age called omniscient and limited-knowledge ones, as in the
scenarios of network coding [6], [19] and distributed stor-
age coding [12]. Note that the omniscient adversary is a
classical type of adversaries with full-knowledge of stored
messages and queries of all n servers, considered in existing
PIR researches [5], [16]. On the other hand, the limited-
knowledge adversary is more relaxed and reasonable than
the omniscient one, which observes a subset of servers and
controls responses only from the observed servers. For both
adversary types, we reveal that the resistance to a Byzantine
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adversary can be characterized a code parameter called the
coset distance [3], [10]† of the employed linear codes. Our
contributions for each adversary type are described below in
detail.

Contribution for omniscient adversary: The omniscient
Byzantine adversary pollutes b responses and erases u
responses under full-knowledge of stored messages and
queries at all of n servers. As stated above, existing re-
searches estimated the resistance to such an adversary, i.e.,
the condition on b and u for successful decoding, by the
decoding approach via the minimum Hamming distance of
employed codes. On the other hand, this paper expresses
the resistance in terms of the coset distance, which is tighter
and more precise than the existing approach. Moreover, we
prove that the capacity introduced for a specific case in [16],
i.e., the condition n > k+t+2b+u−1, can be easily explained
by our condition based on the coset distance.

Contribution for limited-knowledge adversary: On the
other hand, the limited-knowledge Byzantine adversary in-
trudes b + u servers, and controls responses from these
servers with no knowledge about remaining non-intruded
n − b − u servers. For this setting, this paper derives the
resistance of a PIR scheme expressed by the coset distance
as well as the omniscient setting. We, furthermore, demon-
strate that the resistance to the limited-knowledge adversary
could exceed that to the omniscient one by allowing vanish-
ing failure probability as [6], [12], [19]. In order to achieve
this, we introduce an explicit scheme that employs pairwise
hashes [12] generated from encoded messages with negligi-
ble overhead. Our scheme using the hashes allows the user
to detect polluted responses and decode the original part of
desired message by excluding polluted responses. We show
that as a result, limiting the adversary’s knowledge increases
the resistance of a PIR scheme to Byzantine adversary.

We note that our characterizations summarized above
provide analytical tools for PIR schemes using the coset dis-
tance via the generalized (re)formulation with arbitrary lin-
ear codes. In order to make this clear and gain readers better
understanding, this paper re-explains and analyzes existing
schemes, e.g., [16], as examples of specific codes and set-
tings from our new viewpoint introduced in this paper. We
believe that our characterizations are useful guides for future
designer of PIR schemes with specialized codes.

1.3 Organization

The remainder of this paper is organized as follows. Sec-
tion 2 introduces notations and definitions used in this pa-
per. Section 3 reformulates the process of private informa-
tion retrieval from coded storage, and introduces its relation-
ship to existing definitions. Section 4 formally defines the
omniscient Byzantine adversary and the limited-knowledge
one considered in the scenario of PIR from coded storage,
and introduces the resistance of PIR schemes to these ad-

†a.k.a the first relative generalized Hamming weight [10]

versaries. Then, Sect. 5 presents the condition to guaran-
tee the resistance to the omniscient adversary, expressed in
the coset distance. On the other hand, Sect. 6 starts from a
toy example of our scheme for the limited-knowledge ad-
versary in order to help readers gain better understanding,
and then introduces the condition on the resistance to the
limited-knowledge adversary. The detailed explanation of
our scheme for general cases will be given in Appendix.
Section 7 finally concludes this paper.

2. Notations and Preliminaries

Let [n] , {1, . . . , n}. Let Fq stand for a finite field contain-
ing q elements, and Fqv be a v-degree field extension of Fq
(v > 0). We denote by Fn

q an n-dimensional (row) vector
space over Fq, and similarly by Fn

qv an n-dimensional vec-
tor space over Fqv . We regard a v-dimensional vector space
Fvq as Fqv , and an element of Fqv is identified as a vector in
Fvq. To explain this, we explicitly define λ : Fqv → F

v
q as an

Fq-linear isomorphism that expands an element of Fqv to a
vector over Fq with respect to some fixed basis for Fqv over
Fq. Note that for a1, a2 ∈ Fq and b1, b2 ∈ Fqv , we have

λ(a1b1 + a2b2) = a1λ(b1) + a2λ(b2). (1)

We also denote by Λ : Fn
qv → Fv×n

q an isomorphism de-
fined as Λ(w) , [λ(w1)T, . . . , λ(wn)T] ∈ Fv×n

q for w =

[w1, . . . , wn] ∈ Fn
qv .

An [n, k] linear code C over Fqv is a k-dimensional sub-
space of Fn

qv . Let C⊥ , {v ∈ Fn
qv : vwT = 0, w ∈ C} be the dual

code of a code C [11, p. 26, Ch. 1]. A subspace of a code
is called a subcode. The minimum Hamming distance [11]
and the coset distance [3], [10] of linear codes are defined
as follows.

Definition 1. Let F be a certain finite field. For a subspace
C ⊆ Fn, the minimum Hamming distance [11] of C is defined
as dmin(C) , min{d(v, w) : v, w ∈ C, v , w}, where d(v, w) ,
|{i : vi , wi}| and v = [v1, . . . , vn], w = [w1, . . . , wn]. For a
subspace C ⊆ Fn and its subcode D ( C, the coset distance
[3], [10] is defined by

dmin(C/D)

, min
{

min
{

d(x, y) :
x ∈ v +D,
y ∈ w +D

}
:
v, w ∈ C,
v − w < D

}
= min{d(v, 0) : v ∈ C \ D}. (2)

Here we introduce the following lemma showing the
error-correcting capability based on the coset distance.

Lemma 2 ([3, Lemma 1.1]). For two subspaces C ⊆ Fn

and D ( C over a certain vector space Fn, suppose that
dmin(C/D) > 2t holds, and that z ∈ Fn satisfies min{d(z, x) :
x ∈ C} ≤ t. Then there exists a unique coset c +D ∈ C/D
with min{d(x, y) : x ∈ z +D, y ∈ c +D} ≤ t.

For a subspace C ⊆ Fn
qv , we denote by C|Fq a subfield

subcode C ∩ Fn
q [11, p. 207, Ch. 7] . Observe that dimC
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means the dimension of C as a vector space over Fqv whereas
dimC|Fq is the dimension of C|Fq over Fq. Similarly, for an
Fq-linear subspace D ⊆ Fn

q, we denote by dimqD the di-
mension ofD over Fq. Unless otherwise stated, we consider
subspaces, dimensions, etc., over Fqv instead of Fq.

For subfield subcodes, here we introduce their proper-
ties as follows.

Lemma 3 ([14, Lemma 1]). For a subspace C ⊆ Fn
qv , there is

a basis of C consisting of vectors in Fn
q if and only if dimC =

dimC|Fq.

Lemma 4 ([14, Corollary 1]). For a subspace C ⊆ Fn
qv with

dimC|Fq = dimC, dmin(C) = dmin(C|Fq) holds.

For two row vectors, v = [v1, . . . , vn] ∈ Fn
qv and w =

[w1, . . . , wn] ∈ Fn
qv , we denote by v ◦ w , [v1w1, . . . , vnwn]

their Hadamard product. We also define

V ◦W , span{v ◦ w : v ∈ V, w ∈ W} ⊆ Fn
qv ,

as an Fqv -linear subspace spanned by Hadamard products of
vectors in two setsV,W ⊆ Fn

qv . Also for setsV′,W′ ⊆ Fn
q

containing elements of Fn
q, we explicitly represent

(V′ ◦W′)q , spanFq
{v ◦ w : v ∈ V′, w ∈ W′} ⊆ Fn

q,

as an Fq-linear subspace.

3. Private Information Retrieval from Coded Storage

In existing literature [4], [5], [9], [15], [16], original and
encoded messages are assumed to be much larger than the
query information from the observation of [1]. From this
assumption, these papers only considered the download
cost for message retrieval and omitted the upload cost for
queries. We explicitly follow such supposition and shall
present a reformulated definition of PIR scheme from coded
storage in packetized form in this section, as packetized com-
munication in network coding [7], [13]. In particular, mes-
sage symbols stored in a server are defined as vectors over
Fq, i.e., elements of a field extension of Fq. The reason why
we consider the packetization is that it is necessary to intro-
duce a protocol of Sect. 6 for the limited-knowledge adver-
sary similarly to existing researches on distributed storage
codes [12] and network coding [6], [19]. Yet we emphasize
that this packetized form is more generalized than that con-
sidered in existing researches in term of the field on which
the PIR scheme is employed. Hence it yields a more gener-
alized result than our preliminary paper [8] (See Sect. 5).

3.1 Reformulated Definition

First we define v > 0 as the packet size of each message
to be stored. Following [4], [5], [9], [15], [16], first let C
be a linear code C ⊆ Fn

qv of dimC = k, called the storage
code. Suppose that for i ∈ [m] the i-th original message xi

is defined as an element of Fk
qv . Given a certain Fqv -linear

bijection f : Fk
qv → C, we have an encoded message yi ,

f (xi) ∈ C. We then define the matrix of encoded messages
as

Y ,


y1

...
ym

 =


y1

1 . . . y1
n

...
. . .

...
ym

1 . . . ym
n

 ∈ Fm×n
qv ,

where every row of Y forms a codeword of C. The j-th
server ( j ∈ [n]) stores its j-th column Y j , [y1

j , . . . , y
m
j ]T ∈

Fm×1
qv . Note that each symbol yi

j is stored in the form of a
v-dimensional vector over Fq. Under this storage setting, a
user wishes to retrieve a message by a (linear) PIR scheme.
Here we shall introduce the PIR scheme from coded storage
that is a generalized version of existing ones, [4], [5], [15],
[16] and [8].

Definition 5 (PIR Scheme from Distributed Coded Stor-
age). Considering the setting described above, a linear PIR
scheme executes the following steps.

1. First fix an inner query code Din ⊆ F
n
q and an outer

query code Dout ) Din as Fq-linear subspaces. Also
choose a subspace E ( Fn

q such that Dout = E + Din,
and choose a vector ε ∈ E. We emphasize here that
Din, Dout and E are all defined as subspaces over the
subfield Fq of Fqv .

2. For every i ∈ [m], set a probability space (G[i], µ[i]) of
queries. G[i] is a set of all possible query matrices for
i, given as

G[i] =



g1

...
gm

 ∈ Fm×n
q :

g j ∈Din for j , i,
g j ∈ε +Din for j = i

 . (3)

When a user wishes to download xi ∈ Fk
qv , a total query

G ∈ G[i] is selected randomly according to the prob-
ability measure µ[i], typically the uniform probability
µ[i] = 1/qm dimqDin . Each G is also defined as a ma-
trix G , [G1, . . . ,Gn] ∈ Fm×n

q , where the j-th column
G j ∈ F

m×1
q of length m over Fq is sent to the j-th server.

3. Let G j , [g1
j , . . . , g

m
j ]T. At the j-th server, its response

r j , GT
j Y j =

m∑
l=1

gl
jy

l
j ∈ Fqv , (4)

is computed and transmitted to the user. Hence Eq. (4)
can be simply viewed as an Fq-linear combination of
v-dimensional vectors y1

j , . . . , y
m
j ∈ F

v
q. We then set r ,

[r1, . . . , rn] ∈ Fn
qv as the total response to G.

4. The user and servers repeatedly execute steps 1–3 until
the user retrieves sufficient data segments to obtain yi,
i.e., the original message xi.

Notations used in Definition 5 are summarized in Ta-
ble 1. In the definition, we explicitly defined the storage
code C over the field extension Fqv while inner and outer
query codes are defined over the subfield Fq. Note that the
ratio of the upload cost over the download cost is given as
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Table 1 Notations used to illustrate the PIR scheme.
Notation Explanation

v Packet size
n Number of servers
m Number of stored messages
C Storage code, C ⊆ Fn

qv with dimC = k
Din Inner query code,Din ⊆ F

n
q

Dout Outer query code,Dout ) Din
E A subspace satisfyingDout = E +Din

Y j Encoded messages stored at j-th server, Y j ∈ F
m×1
qv

Y All encoded messages in n servers, Y = [Y1, . . . ,Yn]
G j A query to j-th server, G j ∈ F

m×1
q

G A total query to n servers, G = [G1, . . . ,Gn]
r j A response from j-th server, r j ∈ Fqv

r A total response from n servers, r = [r1, . . . , rn]

mn log q
n log qv = O( 1

v
), which vanishes with increasing the packet

size v. Thus the upload cost can be omitted for large v as
[1].

Remark 6. Let the number of colluded servers be t ≤ n.
Then in the scheme of Definition 5, no information on
the user’s demand i is leaked to the adversary when t ≤
dmin(Din

⊥q ) − 1 [4, Theorem 8], where Din
⊥q ⊆ Fn

q is a dual
ofDin

⊥q over Fn
q.

3.2 Relation to Existing Definition

Here we explain how the reformulated definition given
above is related to existing ones of the PIR scheme from
coded storage, from the perspectives of parallelization and
correctness.

3.2.1 Parallelization

Unlike Definition 5, existing schemes [4], [5], [8], [9], [15],
[16] use a storage code defined over not Fqv but Fq, and im-
plicitly assume that an encoded message consists of multiple
distinct codewords of the storage code. To retrieve a mes-
sage, they employ parallelization or superposition of multi-
ple retrieval processes of codewords with the same query as
described in [1, Remark 3]. By regarding the packet size v
as the degree of parallelization, Definition 5 coincides with
these schemes if an additional condition on C ⊆ Fn

qv is intro-
duced. The condition is that it satisfies dimC = dimC|Fq.
This can be proved by introducing the following simple
lemma.

Lemma 7. Assume that a subspace C ⊆ Fn
qv satisfies

dimC|Fq = dimC = k. Then for a codeword c ∈ C, each
row of its matrix form Λ(c) ∈ Fv×n

q is a codeword of C|Fq.

Proof. From Lemma 3, there is a basis {β1, . . . , βk} of C con-
sisting of vectors in Fn

q when dimC|Fq = dimC. Then for
c ∈ C, we have c =

∑k
l=1 ulβl for some u1, . . . , uk ∈ Fqv .

Thus we obtain

Λ(c) = Λ

 k∑
l=1

ulβl

 =

k∑
l=1

Λ(ulβl)

=

k∑
l=1

[
βl,1λ(ul)T, . . . , βl,nλ(ul)T

]
(by Eq. (1))

=


∑k

l=1 ul,1βl
...∑k

l=1 ul,vβl

 ,
where βl = [βl,1, . . . , βl,n] ∈ Fn

q and λ(ul) = [ul,1, . . . , ul,v] ∈
Fvq. This yields the lemma. �

From Lemma 7, each row of the matrix form Λ(yi) of
an encoded message yi ∈ C can be viewed as a distinct
codeword of C|Fq under the restriction dimC = dimC|Fq.
Recall that the retrieval process of Definition 5 just com-
putes an Fq-linear combination of y1

j , . . . , y
m
j ∈ Fqv at the

j-th server. Thus by letting λ(yi
j)l ∈ Fq be the l-th coor-

dinate of λ(yi
j) ∈ F

v
q, the retrieval process can be viewed

as the one generating v distinct Fq-linear combinations of
λ(y1

j )l, . . . , λ(ym
j )l, l ∈ [v]. Therefore, it can be viewed as

a parallelized operation of v independent retrieval processes
of sub-PIR schemes with C|Fq,Din,Dout all over Fq, where
each sub-PIR scheme is simply regarded as the case of v = 1
and C = C|Fq of Definition 5. Namely, decoding the de-
sired message can be done independently for each sub-PIR
scheme when dimC = dimC|Fq. We can also view that it
reuses one query for all sub-PIR schemes, as exactly men-
tioned in [1, Remark 3]. Here we mention that this con-
sideration on the parallelization yields some special cases
for our characterization of the resistance to Byzantine ad-
versary, which will be given in Sects. 5 and 6.

3.2.2 Correctness

The scheme of Definition 5 does not guarantee the correct-
ness meaning that the user can correctly retrieve some coor-
dinates of yi, by itself. To guarantee it, extra conditions on
Dout,Din and E are required, as explained below.

For the correctness, in [4], [15], [16], E and its basis
{e1, . . . , edimqE} are chosen such that dimqE = dimq((C|Fq ◦

E)q) ≤ dmin((C|Fq ◦ Din)q) − 1 by setting its basis with
d(e j, 0) = 1 for ∀ j ∈ [dimqE] and e =

∑
j∈[dimqE] e j. This

condition was generalized as the strong linearity in [5]. On
the other hand, under the setting of a repetition code C,
it is assumed in [9] that Dout ⊆ F

n
q and Din ( Dout are

both maximum distance separable (MDS) [11], and that
E ∩ Din = {0} holds. We emphasize that, however, these
specific conditions are not required to characterize the resis-
tance to Byzantine adversaries. Thus, throughout this paper,
we do not consider such extra conditions onDout,Din and E
in order to simplify the discussion and make our focus solid.

4. Resistance of PIR schemes to Byzantine Adversary

In this section, we first formally introduce definitions of two
types of Byzantine adversary in the scenario of PIR from
coded storage. We then define the resistance of PIR schemes
to Byzantine adversary from the perspective of identification
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of coset by analyzing the retrieval process of Definition 5.

4.1 Two Types of Byzantine Adversaries in PIR

In the scenario of PIR from coded storage, Byzantine adver-
saries are defined as ones maliciously corrupting and delet-
ing some symbols in the total response r. Inspired by studies
on network coding and distributed storage [6], [12], [19],
here we define two types of Byzantine adversaries; omni-
scient and limited-knowledge adversaries.

4.1.1 Omniscient Byzantine Adversary

The omniscient Byzantine adversary has complete knowl-
edge about all encoded messages Y stored at n servers and
the total query G issued from the user. Moreover the adver-
sary can control b + u storage servers in total. This means
that the adversary can directly alter parts of encoded mes-
sages and queries at servers under the adversary’s control.
As a result, up to b + u symbols in r are possibly corrupted,
where b of them are polluted/erroneous and u of them are
erased. Note that, as far as we know, existing researches on
PIR schemes from coded storage have considered only this
type of Byzantine adversary [5], [16].

4.1.2 Limited-Knowledge Byzantine Adversary

This type of Byzantine adversary has limited knowledge
about stored messages and queries in the scenario of PIR
from coded storage. It is reasonable that in distributed stor-
age systems, an adversary who observes stored data and
communication at a server is also allowed to controls the
server, as considered in [12]. We thus suppose that the
adversary can intrude b + u servers, observe their stored
message and communication, and alter/erase responses only
from these b + u servers. Then, the pollution of b responses
and elimination of u responses are done by using the ob-
served information.

We should note that Wang et al. [18] considered a
limited-knowledge adversary located between servers and
the user in the symmetric PIR scenario from replicated, i.e.,
non-coded, storage. On the other hand, our two adversary
types given above considers the adversary who can directly
observe stored messages and queries, and control intruded
servers. Hence we claim that our settings about the Byzan-
tine adversary can be viewed as a stronger one than that in
the existing research.

4.2 Definition of the Resistance of PIR Schemes to Byzan-
tine Adversaries

Here we shall (re)define the decoding process in PIR
schemes in terms of identification of a coset, and introduce
the notion of its resistance to the Byzantine adversary pollut-
ing b symbols and erasing u symbols in r, called the (b, u)-
Byzantine resistance. We also explain how this is different
from the existing decoding approach in [4], [5], [15], [16].

Part of this subsection has been presented in our preliminary
paper [8].

We first give the following analytic lemma character-
izing the component of the response r. Before the lemma,
we recall that for two sets X ⊆ Fn

qv and Y ⊆ Fn
q(⊆ Fn

qv ), their
Hadamard productX◦Y forms a subspace of Fn

qv . In the fol-
lowing, we shall denote Hadamard products of C,Dout,Din
byMout , C ◦ Dout andMin , C ◦ Din.

Lemma 8. Consider the scheme of Definition 5 in which
the user wishes to retrieve the i-th message (i ∈ [m]). Then
the total response r to the total query G ∈ G[i] is represented
by an element of a coset in the quotient spaceMout/Min as

r ∈ z +Min ∈ Mout/Min,

where z ∈ Z is an element of a subspace Z ⊆ C ◦ E with
Z +Min =Mout andZ∩Min = {0}.

Proof. Recall that for each row g j of the total query G ∈
G[i], we have g j ∈ Din for j , i, or g j ∈ E + Din = Dout
for j = i from Eq. (3). We denote by d j ∈ Din an element
of Din chosen to generate g j, that is, g j = d j for j , i and
g j = ε+d j for j = i. SinceDin ( Dout, we see g j ∈ Dout, and
hence yi ◦ g j ∈ Mout for any yi ∈ C. From this observation,
the total response r to G ∈ G[i] can be rewritten as follows.

r =
∑
j∈[m]

y j ◦ g j

︸       ︷︷       ︸
∈Mout

=
∑

j∈[m]\{i}

y j ◦ d j + yi ◦ (ε + di)︸        ︷︷        ︸
=yi◦ε+yi◦di

= yi ◦ ε︸︷︷︸
∈C◦E

+
∑
j∈[m]

y j ◦ d j

︸       ︷︷       ︸
∈Min

. (5)

Here we immediately see that yi◦ε ∈ C◦E is decomposed as
yi ◦ ε = z+w for a certain w ∈ (C◦E)∩Min. This completes
the lemma. �

Remark 9. From the viewpoint of Lemma 8, the schemes of
[4], [5], [9], [15], [16] can be re-explained as special cases
satisfying C ◦ E = Z by choosing E ⊆ Fn

q as the one sat-
isfying Min ∩ C ◦ E = {0}. That is, z = yi ◦ ε holds for
them.

In existing PIR schemes [4], [5], [15], [16], desired
parts in a total response are hidden by a ‘randomness’, and
the user cancels the randomness to elicit the desired parts.
In the context of Lemma 8, Min is served as the source of
the randomness, and z < Min is exactly the desired parts in
r. To obtain z, existing schemes take an indirect approach
in which the randomness given as a codeword ofMin is first
identified, and the randomness is subtracted from r. How-
ever, Lemma 8 clarifies that eliciting z from r coincides with
identifying the coset z +Min 3 r. From this perspective, the
decoding problem to elicit z from the total response can be
redefined as a game to identify the unique coset z +Min 3 r,
i.e., a direct approach unlike existing researches. Here we
shall give a definition of the resistance to Byzantine adver-
saries in this sense.
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Definition 10 (The (b, u)-Byzantine resistance). Suppose
that a Byzantine adversary observes some storage servers,
and that the adversary maliciously returns erroneous re-
sponses from b of n servers and returns nothing from u
servers. Also assume that a user has no knowledge on
servers returning erroneous responses. Then, instead of
the original error-free total response r, the user receives its
polluted version r̂ in which b coordinates are altered from
r and u coordinates are null. Under this setting, a PIR
scheme is called the one attaining the (b, u)-Byzantine re-
sistance if the user can correctly identify the original coset
W ∈Mout/Min, r ∈ W from r̂.

In existing schemes [4], [5], [9], [15], [16], by introduc-
ing additional conditions on E,Din andDout, it is guaranteed
that some coordinates of yi (and hence xi) is directly ob-
tained from the identified z, where r ∈ z +Min ∈ Mout/Min
in our definition. Since conditions on E,Din and Dout in
Definitions 5 and 10 are more relaxed than those, such de-
codability on the identified z is not always guaranteed.

In the following sections, we shall introduce and char-
acterize the (b, u)-Byzantine resistance of PIR schemes for
both cases of omniscient and limited-knowledge adver-
saries.

5. Resistance to Omniscient Adversary

In this section, we first introduce a condition to guarantee
the (b, u)-Byzantine Resistance to the omniscient adversary,
which is expressed in terms of coset distance. We then show
that our condition is tighter and more precise than the one
derived via the existing approach based on the minimum
Hamming distance.

5.1 Characterization using the Coset Distance

The (b, u)-Byzantine resistance to omniscient adversary
given in Sect. 4.1.1 was first characterized by our prelimi-
nary paper [8] using the coset distance [3], [10]. This sub-
section refines the result and gives its special case where the
storage code C ⊆ Fn

qv satisfies dimC = dimC|Fq. We present
the following proposition as a refined version of [8, Theo-
rem 8].

Proposition 11. Consider the PIR scheme in Definition 5,
and let Mout , C ◦ Dout and Min , C ◦ Din. Then, if
dmin(Mout/Min) > 2b + u, the user can attain the (b, u)-
Byzantine resistance to an omniscient Byzantine adversary.

Proof. From Lemma 8, the total response r to the total query
G can be represented as an element of a coset z + Min,
where the coset leader z ∈ Z is an element of a subspace
Z with Z +Min = Mout and Z ∩Min = {0}. Thus from
Eq. (2) and Lemma 2, when at most any b coordinates of
r are altered, the coset z + Min 3 r can be identified if
dmin(Mout/Min) > 2b. Considering u erasures in n coor-
dinates in addition to b errors, we additionally require more
than or equal to distance u to identify the coset. Therefore

the theorem holds. �

Remark 12 (Correction of [8, Theorem 8]). The prelim-
inary version of Proposition 11 [8, Theorem 8] claimed
that the converse part is attained as well as the direct part,
i.e., “if and only if” has been posed in the statement. How-
ever, this is not always satisfied by the following reason.
The candidate of possible error-free r ∈ z + Min is ac-
tually distributed not over a coset z + Min but over a set
{v ◦ ε + v ◦ w : v ∈ C, w ∈ Din} as analyzed in Eq. (5). We
then observe z +Min ⊇ {v ◦ ε + v ◦ w : v ∈ C, w ∈ Din}.
Thus there might be a case where the coset can be uniquely
identified even when dmin(Mout/Min) ≤ 2b + u.

Consider the case where C is restricted to the one with
dimC = dimC|Fq. Then the retrieval process for each code-
word of C ⊆ Fn

qv can be viewed as a superposition of v-
distinct sub-PIR schemes for codewords of C|Fq over Fq by
Lemma 7 and the analysis in Sect. 3.2. Thus, considering
each sub-PIR scheme over Fq in the superposition indepen-
dently, Proposition 11 yields the following corollary.

Corollary 13. Consider the PIR scheme in Definition 5.
Let Mout,q , (C|Fq ◦ Dout)q and Min,q , (C|Fq ◦ Din)q
be subspaces of Fn

q. Set C be a storage code satisfy-
ing dimC = dimC|Fq, and employ the decoding per
each sub-PIR scheme in the v-degree parallelization de-
scribed in Sect. 3.2.1. Then the (b, u)-Byzantine resis-
tance to the omniscient Byzantine adversary is guaranteed
if dmin

(
Mout,q/Min,q

)
> 2b + u.

We see that when the storage code C of dimC =

dimC|Fq is employed and dmin

(
Mout,q/Min,q

)
≥ dmin

(Mout/Min) holds, Corollary 13 should be applied and the
decoding per each sub-PIR scheme in the v-degree paral-
lelization should be employed.

The following example of Corollary 13 reveals that we
can easily re-explains the existing result for specific codes
from the viewpoint of the characterization using the coset
distance via the formulation.

Example 14. As an example, we analyze the scheme of
[16]. In the scheme, the basis of the storage code C ⊆ Fn

qv

can be represented as that of a generalized Reed-Solomon
(GRS) code over the subfield Fq, i.e., the subfield subcode
C|Fq is a GRS code and dimC = dimC|Fq by Lemma 3.
The inner query code Din is chosen as a GRS code over Fq
generated with the same sequence of distinct elements of
Fq as C|Fq. The outer query code Dout is a GRS code cho-
sen such that dimqDout = dimqDin + 1. These implies that
Min,q = (C|Fq ◦ Din)q andMout,q = (C|Fq ◦ Dout)q are also
GRS codes with

dimqMout,q = dimqMin,q + 1 = dimC|Fq + dimqDin,

from [4, Proposition 3], and that we have

dmin(Mout,q/Min,q) = n − dimqMout,q + 1,

from [10, Corollary 2]. We thus have
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dmin(Mout,q/Min,q) = n − dimC|Fq − dimqDin + 1
= n − dimC − dimqDin + 1.

Therefore from Corollary 13, the scheme attains the (b, u)-
Byzantine resistance to the omniscient adversary if n −
dimC − dimqDin − 1 > 2b + u is satisfied.

5.2 Tightness of Our Characterization

As the conclusion of this section, we prove that our result
is always equal to or tighter than the analysis by the ex-
isting approach [16]. Although the existing approach as-
sumes specific codes, i.e., GRS codes, the resistance has
been computed by a classical approach of error-correction
based on the minimum Hamming distance ofMout. In par-
ticular, since r is a codeword ofMout (a GRS code in [16]),
the condition dmin(Mout) > 2b + u to correctly obtain r itself
from r̂ has been regarded as the sufficient condition of the
decodability of the desired message, unlike our approach of
coset identification given as Definition 10.

Comparing the definition of the minimum Hamming
distance and the coset distance given in Definition 1, we im-
mediately see that for any subspaces X ⊆ Fn

qv and Y ( X,
dmin(X/Y) ≥ dmin(X) always holds. Thus our characteriza-
tion of Proposition 11 by the coset distance is always equal
to or tighter than that given by the existing approach with the
minimum Hamming distance. In Example 14, since the min-
imum Hamming distance equals the coset distance for GRS
codes, the derived resistance coincides with that of [16].

6. Resistance to Limited-Knowledge Adversary

This section characterizes the (b, u)-Byzantine resistance to
the limited-knowledge adversary defined in Sect. 4.1.2. Re-
call that the adversary can observe stored messages and re-
ceived queries by intruding b + u servers and control them
much like an active adversary considered for distributed
storage systems [12, Section VII] . Thus the adversary’s
knowledge about messages and queries is restricted to what
it can obtain from the observed servers. In the following, we
shall demonstrate that by this limitation of the adversary’s
knowledge, the (b, u)-Byzantine resistance can exceed that
to the omniscient case given as Proposition 11. To this end,
we introduce a new protocol that allows storage servers to
securely store and compute supplementary hash matrices
with negligible overhead. This is inspired by the work of
Pawar et al. [12] for distributed storage system, while it aims
to directly retrieve the stored data itself unlike PIR schemes.
To help readers gain a better understanding, this section be-
gins from a toy example illustrating the protocol.

6.1 Toy Example

Consider a distributed storage composed of n = 4 servers
that employ the scheme of Tajeddine et al. [16] as in Ex-
ample 14. We fix dimC = 2 and dimqDin = 1. We then

see dmin(Mout,q/Min,q) = 2 by the analysis in Example 14,
where Mout,q , (C|Fq ◦ Dout)q and Min,q , (C|Fq ◦ Din)q
are subspaces of Fn

q. Suppose there is a Byzantine adversary
with b = 1 and u = 0. Then, if the adversary is omniscient,
the user may not be able to correctly retrieve the desired
message by Corollary 13. In contrast, the (1, 0)-Byzantine
resistance is always guaranteed with arbitrarily high proba-
bility if the adversary is a limited-knowledge one defined in
Sect. 4.1.2. We shall demonstrate this in the followings.

From now on, for two elements a, b ∈ Fqv , we denote
by 〈a, b〉q , λ(a)λ(b)T ∈ Fq an inner product of vectors
λ(a) and λ(b) over Fq, where λ was defined in Sect. 2. Also
for the sake of simplicity, we assume that the first server
of n = 4 servers is intruded and under the control of the
adversary.

6.1.1 Storage Construction

First suppose that two messages are served, i.e., m = 2.
Recall that C|Fq is a GRS code, i.e., an MDS code, with
dimC|Fq = dimC. Then C is still MDS from dmin(C|Fq) =

dmin(C) by Lemma 4. Original messages are encoded into
Y ∈ F2×4

qv given as

Y = [Y1,Y2,Y3,Y4] =

[
y1

1 y1
2 y1

3 y1
4

y2
1 y2

2 y2
3 y2

4

]
,

where each row yi , [yi
1, y

i
2, y

i
3, y

i
4] for i ∈ [2] is a codeword

of C, and each column Y j for j ∈ [4] is stored at the j-th
server. Furthermore, as with yi

j, a hash matrix Hi
j ∈ F

2×4
q is

computed for i ∈ [2] and j ∈ [4], defined as

Hi
j = [Hi

j,1,H
i
j,2,H

i
j,3,H

i
j,4] =

h1,i
j,1 h1,i

j,2 h1,i
j,3 h1,i

j,4

h2,i
j,1 h2,i

j,2 h2,i
j,3 h2,i

j,4

 ,
where ha,c

b,d , 〈y
a
b, y

c
d〉q ∈ Fq is a pairwise hash.

For the sake of simplicity, this example assumes that
every Hi

j is securely stored at the j-th server in such a way
that the adversary can neither observe nor corrupt them, e.g.,
in an HSM-like (hardware security module) device of the
server. Note that this assumption is much like ones given
in existing works [12], [18]. We also note that the adver-
sary can reproduce a part of hash matrices without access-
ing an HSM if 2 > b + u or more servers are observed. In
Sect. 6.3, we will explain how this assumption is achieved
via secure and resilient schemes for network coding [19]
and distributed storage [12] when an HSM-like device is un-
available.

6.1.2 Query and Response

The user generates a total query G ∈ G[i] given as

G = [G1,G2,G3,G4] =

[
g1

1 g1
2 g1

3 g1
4

g2
1 g2

2 g2
3 g2

4

]
∈ F2×4

q ,

and then the user sends each column G j to the j-th server.
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Table 2 Comparison between τ̂ j1
j2

and τ j1
j2

( j1, j2 ∈ [4]) for an erroneous

total response r̂ = [r1 + e1, r2, r3, r4], where τ j1
j2

= 〈r j1 , r j2 〉q, 3means

τ̂
j1
j2

= τ
j1
j2

and 7means τ̂ j1
j2
, τ

j1
j2

.

Validation of τ̂ j1
j2

= τ
j1
j2

j2 = 1 2 3 4
j1 = 1 3 7 7 7

2 7 3 3 3
3 7 3 3 3
4 7 3 3 3

We note that each row gi , [gi
1, g

i
2, g

i
3, g

i
4] is a codeword of

Din or Dout, and that Din and Dout are MDS from Exam-
ple 14.

Since we have assumed that the first server is corrupted
by the adversary, the total response can be represented as

r̂ = [r̂1, r̂2, r̂3, r̂4] = [e1 + r1, r2, r3, r4] ∈ F4
qv , (6)

where r j = GT
j Y j =

∑
i∈[2] g

i
jy

i
j is an error-free response from

the j-th server and e1 ∈ Fqv is an additive error at the first
server. Note that the response polluted not only at the server
but also on the communication channel can be represented
in the form of r̂ given by Eq. (6).

As well as responses, the j-th server also computes
the auxiliary response Ω j with its stored two hash matri-
ces (Hi

j ∈ F
2×4
q : i ∈ [2]) and received query G j ∈ F

2×1
q . Ω j

is denoted as a 2-tuple of 4-dimensional vectors as follows.

Ω j =
(
ωi

j = GT
j Hi

j : i ∈ [2]
)
,

where ωi
j = [ωi

j,1, . . . , ω
i
j,4] ∈ F4

q and ωi
j,l = GT

j Hi
j,l for

l ∈ [4]. Similarly to the assumption on securely-stored hash
matrices, we assume that auxiliary responses are securely
computed against the adversary. Namely, the adversary can
neither observe nor corrupt the process and result of com-
putation of auxiliary responses, e.g., by a processor in an
HSM. In other words, we assume that the adversary can ob-
serve and corrupt only Y1 and G1 at the first server. The
justification of this assumption will be given in Sect. 6.3.

6.1.3 Decoding Logic

The user receives the (corrupted) total response r̂ =

[r̂1, . . . , r̂4] and auxiliary responses Ω1, . . . ,Ω4 from four
servers for the total query G. Recall that the response r̂1
was assumed to be corrupted, and that the user is unaware
of the location of the corrupted server. In the decoding logic,
the user first attempts to detect the location of the corrupted
server, and then identifies the coset containing the error-
free r by the coset-distance-based erasure decoding from
[null, r̂2, r̂3, r̂4] excluding the corrupted r̂1. To these ends,
the user computes response hashes τ̂ j1

j2
= 〈r̂ j1 , r̂ j2〉q ∈ Fq for

j1, j2 ∈ [4] from the received r̂ that may contain errors. On
the other hand, the user also generates error-free response
hashes τ j1

j2
from auxiliary responses Ω1, . . . ,Ω4 and the total

query G = [G1, . . . ,G4] ∈ F2×4
q by

τ
j1
j2

= GT
j2

ω1
j1, j2

ω2
j1, j2

 .

Note that G has been issued by the user itself. We see that
an error-free τ j1

j2
is generated from the query G j2 to the j2-

th server and the auxiliary response Ω j1 from j1-th server.
By comparing τ

j1
j2

’s and τ̂
j1
j2

’s, the user composes a 4 × 4
table of comparison results, as presented by Table 2. It
is easy to verify τ

j1
j2

= τ̂
j1
j2

when r j1 = r̂ j1 and r j2 = r̂ j2 ,
which will be proven in Appendix for a general case. In Ta-
ble 2, every response hash generated with r̂1 does not pass
the comparison test except for that of j1 = j2 = 1. Note
that τ̂1

1 = τ1
1 holds (as the worst case) when e1 satisfying

〈e1, r1〉q = 〈e1, e1〉q = 0 is chosen by the adversary.
The user selects a trusted subset of response symbol

indices T ⊂ [4] from the obtained comparison table, i.e.,
Table 2. Recall that this toy example corresponds to Ex-
ample 14 of v-degree parallelization. Thus we shall con-
sider decoding in each sub-PIR scheme by letting r[i] be
the i-th row of the matrix form Λ(r) of r as explained in
Sect. 3.2. Then, the user tries to identify the original coset
W[i] ∈ Mout,q/Mout,q, r[i] ∈ W[i],∀i ∈ [v] from the sub-
vector [r̂ j : j ∈ T ] with the coset distance. Here,

|T | ≥ n − dmin(Mout,q/Min,q) + 1 = 3, (7)

must hold for successful decoding from Definition 1. Hence
the user choosesT of size 3 from r̂1, . . . , r̂4 that yields a 3×3
submatrix of Table 2 where all entries are “3”, i.e., r̂2, r̂3, r̂4.
Then for every row of the matrix form of [null, r̂2, r̂3, r̂4],
the coset-distance-based erasure decoding is employed over
Mout,q/Min,q, and the original coset containing r[i] is even-
tually obtained for all i ∈ [v]. Therefore (b, u)-Byzantine
resistance is attained for b = 1 and u = 0.

Remark 15. In this example, we have focused on the super-
position of v distinct decoding overMout,q/Mout,q similarly
to Example 14. In a general case, i.e., dimC > dimC|Fq, the
user aims to identify the cosetW ∈ Mout/Mout, r ∈ W as
described in Definition 10, and hence Eq. (7) is given with
dmin(Mout/Mout) in such cases. Then we directly identify
the coset from the subvector [r̂ j : j ∈ T ] over Fqv .

6.1.4 Error Analysis

As we assumed that the original response r1 is altered by the
adversary, we can write the polluted symbol as r̂1 = r1 + e1
for some error e1 ∈ Fqv . Observe that a set r̂T , {r̂ j : j ∈
T } with any chosen T always contains at least two error-
free symbols that are not observed by the adversary. This
is because the adversary can observe and corrupt only b +

u = 1 servers, and |T | = 3 in this example. Considering
the case that r̂T contains altered r̂1 and error-free r2, r3, it
has to generate a consistent subtable of comparison test of
size 3 × 3. This means that in order to pass the validation
using the subtable generated from the auxiliary responses
Ω j, the adversary must pick the error e1 satisfying 〈r̂1, r2〉q =

〈r1, r2〉q and 〈r̂1, r3〉q = 〈r1, r3〉q, i.e., 〈e1, r2〉q = 〈e1, r3〉q = 0
from 〈a + b, c〉q = 〈a, c〉q + 〈b, c〉q for a, b, c ∈ Fqv .

Also observe that the pollution of r1 by the adversary
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is independent of r2. This is because Y2 is independent from
the observed G1 and Y1 due to the properties of [4, 2] MDS
codes C and C|Fq. Note that while G2 can be determined
from G1, r2 is still independent from the adversary’s cor-
ruption since r2 is an Fq-linear combination of completely
unknown symbols in Y2. These mean that for the adversary,
the number of candidate of r2 cannot be decreased even if
Y1 and G1 are revealed. Hence for any e1 ∈ Fqv chosen by
the adversary, there exist qv equally likely choices of r2. In
other words, the knowledge on Y1,G1 is not useful at all to
choose e1 satisfying 〈e1, r2〉q = 0 and 〈e1, r3〉q = 0. Note
that qv−1 out of qv choices of e1 are orthogonal to chosen e1.
This implies that two validations of τ1

2 = τ̂1
2 and τ1

3 = τ̂1
3

simultaneously succeed with probability

Pr[〈e1, r2〉q = 0, 〈e1, r3〉q = 0|Y1,G1, e1]
= Pr[〈e1, r3〉q = 0|Y1,G1, e1, 〈e1, r2〉q = 0]

Pr[〈e1, r2〉q = 0|Y1,G1, e1]

≤ Pr[〈e1, r2〉q = 0|Y1,G1, e1] =
qv−1

qv
=

1
q
.

We thus conclude that the failure probability to detect pol-
luted symbols is upper-bounded by 1/q that vanishes with
increasing the field size q.

6.1.5 Overhead Analysis

In this exemplary scenario, the user downloads auxiliary re-
sponses Ω j consisting of m = 2 vectors in F4

q for j ∈ [4] in
addition to the total response r ∈ F4

qv . Hence the additional
overhead of auxiliary responses is 32

4v = O( 1
v
) per response

symbol that goes to zero with increasing the degree v of the
field extension Fqv , i.e., the packet size. This is exactly the
same as the upload cost, i.e., query size, ignored in most of
modern PIR researches [4], [5], [9], [15], [16].

6.2 Characterization of the (b, u)-Byzantine Resistance

This subsection summarizes our result on the (b, u)-
Byzantine resistance to the limited-knowledge adversary,
which is guaranteed by our protocol illustrated by an ex-
ample of the previous subsection. The detailed description
for a general case will be presented in Appendix.

The following is the main theorem introducing the
condition for the (b, u)-Byzantine resistance to the limited-
knowledge adversary.

Theorem 16. Consider the PIR scheme in Definition 5, and
let Mout , C ◦ Dout and Min , C ◦ Din. Then the (b, u)-
Byzantine resistance to the limited-knowledge adversary is
guaranteed with arbitrarily high probability if

n − dmin(Mout/Min) + 1 > b, and (8)

min
{
dmin(C⊥) − 1, dmin(Mout/Min)

}
> b + u. (9)

Proof Sketch. Firstly, Eq. (8) is the condition to choose the
trusted index set T always containing at least one index of

an error-free response that is not observed by the adversary.
Secondly, observe that any t columns of the gener-

ator matrix of C are linearly independent if and only if
t ≤ dmin(C⊥) − 1 from the property of dual codes [11]. Thus
for c = [c1, . . . , cn] ∈ C and I ⊆ [n] of |I| < dmin(C⊥) − 1,
any c j for j ∈ [n] \ I is uniformly distributed over Fqv con-
ditioned on (ci : i ∈ I). This implies that a response r j is
uniformly distributed over Fqv conditioned on (Yi : i ∈ I)
when j ∈ [n] \ I and |I| < dmin(C⊥) − 1 even if all Gi’s
are revealed to the adversary. Then there exist qv−1 candi-
dates in Fqv that are orthogonal to r j. Hence, the adversary
can inject errors in b responses that are consistent in pair-
wise hashes with a response from any non-intruded server
only with probability qv−1

qv = 1
q , which goes to zero with in-

creasing q. Thus b polluted responses can be detected by
the approach of pairwise hashing as exemplarily illustrated
in Sect. 6.1 if b+u < dmin(C⊥)−1, provided the trusted index
set T contains at least one error-free response.

Finally we consider the decoding from the remaining
n − b − u symbols in r̂, i.e., identifying the original coset
W ∈ Mout/Min, r ∈ W. We immediately see that W is
uniquely identified from error-free n − b − u symbols in r̂
when dmin(Mout/Min)− b− u > 0 from Definition 1. There-
fore, by taking the minimum of dmin(C⊥) − 1 given above
and dmin(Mout/Min), we obtain Eq. (9). �

The detailed proof is given in Appendix via the descrip-
tion of our protocol for the general case.

Note that the (b, u)-Byzantine resistance is breached
when the adversary is allowed to obtain some part of
encoded messages stored in non-intruded servers, while
queries to non-intruded servers is allowed to be revealed.
Recall that each symbol r j in r is Fq-linear combination
of Fqv symbols, where coefficients in Fq is symbols in a
query G j ∈ F

m×1
q . Assume that the adversary knows Y j =

[y1
j , . . . , y

m
j ]T ∈ Fm×1

qv stored at a non-intruded j-th server.
Then, without knowing the query G j = [g1

j , . . . , g
m
j ]T to the

j-th server, the adversary can compute e ∈ Fqv that satisfies
〈e, r j〉q = 〈e,GT

j Y j〉q = 0 since we have

〈e,GT
j Y j〉q = 〈e,

∑
l∈[m]

gl
jy

l
j〉q =

∑
l∈[m]

gl
j 〈e, yl

j〉q︸ ︷︷ ︸
Adversary can control

,

and e, s.t., 〈e, yl
j〉q = 0,∀l ∈ [m], could be chosen. Therefore

we emphasize that the privacy on the query in PIR schemes
is independent of the (b, u)-Byzantine resistance.

As the conclusion of this section, we finally introduce
the following corollary of Theorem 16 for the special case
where dimC = dimC|Fq, i.e., v distinct PIR processes are
parallelized much like Corollary 13.

Corollary 17. Consider the PIR scheme in Definition 5. Set
the storage code C of dimC = dimC|Fq, and employ the de-
coding per each sub-PIR scheme in the v-degree paralleliza-
tion described in Sect. 3.2.1. LetMout,q , (C|Fq◦Dout)q and
Min,q , (C|Fq ◦ Din)q be subspaces of Fn

q. Then the (b, u)-
Byzantine resistance to the limited-knowledge adversary is
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guaranteed with arbitrarily high probability if

n − dmin(Mout,q/Min,q) + 1 > b, and

min
{
dmin(C⊥) − 1, dmin(Mout,q/Min,q)

}
> b + u.

6.3 Secure Environment for Storage and Computation

As the conclusion of this section, we justify the assumption
that some extra information of fixed size, i.e., hash matrices
and auxiliary responses, are stored, computed and retrieved
securely from the adversary’s observation and pollution. In
Sect. 6.1 (and later in Appendix for a general case), we have
assumed that secure channels and secure computing proces-
sors, e.g., HSM-like devices, are equipped to all servers and
that the user is allowed to obtain the non-observed and error-
free extra information. This assumption, however, might be
unachievable, i.e., a part of the information may be leaked
and the user might receive polluted information as discussed
in [12].

In such an adversarial environment, we can employ
the encoding method of reliable and secure transmis-
sion/storage [19], [12, Appendix C2] to store and download
hashes themselves. Namely, all hash matrices are encoded
and stored with the method of [12], [19] in storage servers.
The user obtains all original hash matrices instead of aux-
iliary responses, and computes auxiliary responses by the
user itself on behalf of servers. Then, under the condition
of n > 2(b + u), the user can prevent the adversary intrud-
ing b + u servers from obtaining any information about hash
matrices from the analysis in [12], [19]. Simultaneously, the
user can obtain the complete and error-free hash matrices by
allowing vanishing error probability that goes to zero with
increasing q. Thus the extra information can still be securely
stored, computed and retrieved.

For the privacy, downloading all of hash matrices ob-
viously leaks no information on the user’s demand. Also
for the size of downloaded data, the total size of encoded
hash matrices in the storage [12], [19] is always constant
for fixed m and n and independent from the packet size v.
Therefore much like auxiliary responses, the overhead of
retrieving hash matrices to the download cost can still be
vanishing with increasing v.

7. Concluding Remarks

This paper investigated the resistance of PIR schemes to
Byzantine adversaries in the retrieval scenario from n coded
storage servers. We considered two types of Byzantine ad-
versaries polluting b responses and erasing u responses to
a user’s query. One is the classic omniscient type that has
the full knowledge on n servers, as considered in existing
researches [5], [16]. The other is newly introduced type in
this paper, called the limited-knowledge adversary, that has
the information of only b + u servers controlled by the ad-
versary itself. By redefining the decoding in PIR schemes
as the identification of a coset, we revealed that for both

two types, the Byzantine resistance of PIR schemes based
on arbitrary linear codes is expressed in terms of the coset
distance of employed codes. Furthermore, we demonstrated
that by limiting the Byzantine adversary’s knowledge, the
resistance of a PIR scheme could be improved much like
the network coding [6], [19] and distributed storage coding
[12]. We believe that this paper provided useful analytical
tools for existing and future PIR schemes via the reformula-
tion.

A natural avenue of this work is to investigate a
‘tighter’ condition on the resistance than Proposition 11 and
Theorem 16. As mentioned in Remark 12, Since |{v ◦ w :
v ∈ X, w ∈ Y}| ≤ |X ◦ Y| for subspaces X,Y ⊆ Fn

qv , the do-
main considered in the characterization is larger than the one
where the actual total response exists. Hence pruning such
extra space in the Hadamard product of subspaces could be
an interesting research topic to obtain a tighter condition.
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Appendix: Proof of Theorem 16

Here we prove Theorem 16 via explaining the protocol gen-
eralized from the toy example in Sect. 6.1. Suppose that
the storage code C ⊆ Fn

qv is employed, and that n servers
store m encoded messages as given in Sect. 5. Also suppose
that there exists a limited-knowledge Byzantine adversary
intruding b+u of n servers. We denote by I ⊆ [n], |I| = b+u
as the index set of intruded servers. Define subsets Ib ⊆ I

of |Ib| = b and Iu ⊆ I of |Iu| = u with Ib∩Iu = {}. Let the
j-th server for j ∈ Ib return an erroneous response, and the
one for j ∈ Iu return nothing. In the following, we denote
Hadamard product of C,DinDout by Mout , C ◦ Dout and
Min , C ◦ Din.

A.1 Storage Construction

For symbols ya
b, y

c
d ∈ Fqv of codewords in C, let ha,c

b,d ,
〈ya

b, y
c
d〉q ∈ Fq be a pairwise hash. The user computes hash

matrices Hi
j in addition to encoded messages, given as

Hi
j , [Hi

j,1, . . . ,H
i
j,n]

=


h1,i

j,1 h1,i
j,2 . . . h1,i

j,n

h2,i
j,1 h2,i

j,2 . . . h2,i
j,n

...
...

. . .
...

hm,i
j,1 hm,i

j,2 . . . hm,i
j,n

 ∈ F
m×n
q , (A· 1)

for i ∈ [m] and j ∈ [n]. We assume that Hi
j is securely stored

at the j-th server, e.g., in an HSM-like device of a server, and
that the adversary can neither observe nor corrupt any hash
matrix. We have justified this assumption in Sect. 6.3.

A.2 Query and Response

The user generates a total query G ∈ Fm×n
q and sends its j-th

column G j ∈ F
m×1
q as a query to the j-th server, as given

in Sect. 3. Then the j-th server that is non-intruded, i.e.,
j ∈ [n] \ I, responds to G j with a response r j = GT

j Y j ∈ Fqv .
The total response received by the user can be written by

r̂ =

r̂ j :
r̂ j = r j for j ∈ [n] \ I,
r̂ j = e j + r j, e j ∈ Fqv for j ∈ Ib,
r̂ j = null for j ∈ Iu,

 ,
where e j is an additive error. In addition to responses, the
user obtains an auxiliary response Ω j from the j-th server,
defined as an m-tuple:

Ω j ,
(
ωi

j , GT
j Hi

j ∈ F
n
q : i ∈ [m]

)
, (A· 2)

where ωi
j = [ωi

j,1, . . . , ω
i
j,n] and ωi

j,l = GT
j Hi

j,l for l ∈ [n] by
Eq. (A· 1). For the sake of simplicity, we assume that Ω j is
computed at the j-th server and correctly downloaded by the
user via a secure channel that the adversary cannot observe,
unlike G j, Y j and r̂ j. We have justified this assumption as
well as the secure storage of hash matrices in Sect. 6.3.

A.3 Decoding Logic

The user receives r̂ and Ω j for ∀ j ∈ [n]. We should note
that the user has no knowledge on locations of intruded
servers, i.e., I, and cannot recognize altered responses r̂ j’s
( j ∈ Ib) only by checking the corrupted total response r̂.
Thus the user leverages the auxiliary responses Ω j’s defined
as Eq. (A· 2) in order to pick up error-free responses r̂ j’s
j ∈ [n] \ I in r̂. The user first computes response hashes
τ̂

j1
j2
, 〈r̂ j1 , r̂ j2〉q ∈ Fq for j1, j2 ∈ [n] \ Iu, where the user,

of course, is aware of locations of erasure symbols. The
user also generates the error-free version of response hashes
τ

j1
j2
∈ Fq from auxiliary responses Ω j’s and queries G j’s is-

sued by the user itself as follows.

τ
j1
j2
, GT

j2


ω1

j1, j2
...

ωm
j1, j2

 =
∑
l∈[m]

gl
j2ω

l
j1, j2 , (A· 3)

for j1, j2 ∈ [n] \Iu, where ωi
j1, j2
∈ Fq is the j2-th element of

ωi
j1

in the m-tuple Ω j1 defined by Eq. (A· 2). We can easily

verify τ j1
j2

= τ̂
j1
j2

when r j1 = r̂ j1 and r j2 = r̂ j2 as follows.

〈r j1 , r j2〉q

= λ(r j1 )λ(r j2 )T = λ(GT
j1 Y j1 )λ(GT

j2 Y j2 )T

= λ

∑
i∈[m]

gi
j1y

i
j1

︸           ︷︷           ︸
=
∑

i∈[m] g
i
j1
λ(yi

j1
) by Eq. (1)

λ

∑
i∈[m]

gi
j1y

i
j1

︸           ︷︷           ︸
=
∑

i∈[m] g
i
j2
λ(yi

j2
) by Eq. (1)

T
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=
∑

s,t∈[m]

gs
j1g

t
j2 λ(ys

j1 )λ(yt
j2 )T︸         ︷︷         ︸

=〈ys
j1
,yt

j2
〉q=hs,t

j1 , j2

=
∑
t∈[m]

gt
j2

∑
s∈[m]

gs
j1 hs,t

j1, j2︸         ︷︷         ︸
=GT

j1
Ht

j1 , j2
=ωt

j1 , j2
by Eq. (A· 2)

= τ
j1
j2
,

where the final equality is given by Eq. (A· 3). Hence by
checking whether τ j1

j2
= τ̂

j1
j2

holds or not, the user will iden-
tify the locations of erroneous responses.

In order to find b erroneous symbols in r̂, the user sec-
ondly composes the (n − u) × (n − u) comparison table ver-
ifying if τ j1

j2
= τ̂

j1
j2

, indexed with j1, j2 ∈ [n] \ Iu, similarly
to Table 2 in Sect. 6.1. The user selects the trusted subset
of response symbol indices T ⊂ [n] \ Iu in such a way that
|T | × |T | subtable of the comparison table with all its entries
pass the validation test of τ j1

j2
= τ̂

j1
j2

. Then supposing that
r̂ j is error-free for ∀ j ∈ T , i.e., r̂ j = r j, the user executes
the coset-distance-based decoding on [r̂ j : j ∈ T ] in order
to uniquely determine the original coset W ∈ Mout/Min,
r ∈ W. To achieve this, the cardinality of T must be

|T | ≥ n − dmin(Mout/Min) + 1, (A· 4)

for successful decoding by Definition 1. Thus in Theo-
rem 16,

dmin(Mout/Min) ≥ n − |T | + 1 > b + u, (A· 5)

is a sufficient condition of the existence of such T ⊂ [n] of
r̂ j = r j,∀ j ∈ T . The next subsection discusses the failure
probability of this decoding, i.e., the probability of picking
up indices of erroneous symbols in T , and also shows that
it vanishes with increasing the field size q.

A.4 Error Analysis

The user may fail to decode the total response only if the
selected T contains at least one index of an erroneous sym-
bol. On the other hand, we see that by the lower bound
of |T | given as Eq. (A· 4), n − dmin(Mout/Min) + 1 > b is
the sufficient condition that the chosen T always contains at
least one index of an error-free symbol, posed as Eq. (8). We
then consider the worst case scenario where only one index
j ∈ [n] of an error-free symbol r̂ j is contained in the cho-
sen T , i.e., r̂ j = r j, and others in T are erroneous. For this
T to be chosen, it has to generate a consistent comparison
subtable of size |T | × |T |, which means the adversary has to
generate r̂i’s ∀i ∈ T \ { j} satisfying 〈r̂i, r j〉q = 〈ri, r j〉q, i.e,
τ̂i

j = τi
j from τ̂i

j = 〈r̂i, r j〉q and τi
j = 〈ri, r j〉q as shown in the

previous subsection. Letting r̂i = ri + ei with ei ∈ Fqv , this
means that ei must be 〈ei, r j〉q = 0 for ∀i ∈ T \ { j}.

Next we compute the probability of such event. Recall
that any t columns of the generator matrix of C are linearly
independent if and only if t ≤ dmin(C⊥) − 1 from the prop-
erty of dual codes [11]. Thus for c = [c1, . . . , cn] ∈ C ⊆ Fn

qv

and the index set of intruded servers I ⊇ T \ { j} of |I| <
dmin(C⊥) − 1, a symbol c j is uniformly distributed over Fqv

conditioned on cI = [ci : i ∈ I]. We then also see that
for c = [c1, . . . , cn], d = [d1, . . . , dn] ∈ C, their linear com-
bination αc j + βd j is uniformly distributed over Fqv condi-
tioned on observed symbols ((ci, di) : i ∈ I) and coefficients
α, β ∈ Fq. These imply that when |I| < dmin(C⊥) − 1, the
error-free response r j ∈ Fqv is uniformly distributed over Fqv

conditioned on (Yi : i ∈ I) even if all queries Gi’s, i.e., the
total query G, are revealed to the adversary. Then there ex-
ist qv−1 candidates of ei’s in Fqv that are orthogonal to r j,
i.e., 〈ei, r j〉q = 0. Hence, the adversary can inject errors in
b responses that are consistent in pairwise hashes with an
error-free response r j only with probability qv−1

qv = 1
q , which

goes to zero with increasing q. Thus, when the number of
intruded servers |I| satisfies

dmin(C⊥) − 1 > |I| = b + u, (A· 6)

b corrupted responses can always be detected with an arbi-
trary high probability as long as Eq. (8) holds. Therefore
we finally obtain the condition of Eq. (9) in Theorem 16 by
combining Eq. (A· 5) and Eq. (A· 6).

A.5 Overhead Analysis

The user downloads auxiliary responses Ω j’s for j ∈ [n] in
addition to the total response r ∈ Fn

qv , where Ω j consists
of m vectors in Fn

q. Hence, considering that m and n are
constant, the additional overhead due to auxiliary responses
is mn2

vn = O( 1
v
) per response symbol that goes to zero with

increasing the degree v of the field extension Fqv , i.e., the
packet size. Therefore asymptotically in the packet size, the
protocol satisfies Theorem 16.
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