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PAPER
Tighter Reduction for Lattice-Based Multisignature∗

Masayuki FUKUMITSU†a) and Shingo HASEGAWA††b), Members

SUMMARY Multisignatures enablemultiple users to sign amessage in-
teractively. Many instantiations are proposed for multisignatures, however,
most of them are quantum-insecure, because these are based on the integer
factoring assumption or the discrete logarithm assumption. Although there
exist some constructions based on the lattice problems, which are believed to
be quantum-secure, their security reductions are loose. In this paper, we aim
to improve the security reduction of lattice-based multisignature schemes
concerning tightness. Our basic strategy is combining the multisignature
scheme proposed by El Bansarkhani and Sturm with the lattice-based sig-
nature scheme by Abdalla, Fouque, Lyubashevsky, and Tibouchi which has
a tight security reduction from the Ring-LWE (Ring Learning with Errors)
assumption. Our result shows that proof techniques for standard signature
schemes can be applied to multisignature schemes, then we can improve the
polynomial loss factor concerning the Ring-LWE assumption. Our second
result is to address the problem of security proofs of existing lattice-based
multisignature schemes pointed out by Damgård, Orlandi, Takahashi, and
Tibouchi. We employ a new cryptographic assumption called the Rejected-
Ring-LWE assumption, to complete the security proof.
key words: multisignature, tight security, lattice cryptography, Ring-LWE

1. Introduction

The multisignature scheme [2] enables multiple signers to
sign the same message with the interaction among the group
of signers. The multisignature scheme helps the signers
to reduce the size of signatures when they sign the same
message, compared with the case when each signer uses a
standard signature scheme independently. This feature is
also suitable for devices with small computational power,
such as the IoT devices. Moreover, the multisignature re-
cently attracts attentions because it can handle transactions
efficiently in the blockchain [3].

There are many instantiations of multisignatures. Most
of them are built upon the RSA assumption or the discrete
logarithm assumption, e.g. [4]–[10]. However, it is known
that these two assumptions will be broken when quantum
computers are practical so that they can handle many qubits
[11]. Thus the multisignature schemes above are also vul-
nerable against quantum computers.
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Lattice-based cryptography is one of the most promis-
ing candidates for post-quantum cryptography. There are
many lattice-based cryptographic protocols for various cryp-
tographic primitives. For the multisignature, there are
few lattice-based instantiations such as [12]–[14]. El
Bansarkhani and Sturm [12] proposed the first lattice-based
multisignature scheme, whose security is proven in the plain
public-key model [4], for a constant number of signers. Their
scheme is based on the lattice-based Fiat-Shamir-type (FS-
type) [15] signature scheme by Güneysu, Lyubashevsky and
Pöppelmann [16].

The plain public-key model (PPK) is considered to be
the strongest security model of the multisignature in the
sense that each signer does not have to certify the validity of
his public key. Namely, in the plain public-key model, the
adversary can choose a public key arbitrarily as a member of
the signer group to generate a forgery.

The security of the multisignature scheme by [12] is
proven in the PPK model under the Ring-SIS (Ring Short
Integer Solution) assumption, however, its security proof is
given by a loose reduction. That is, the success probability
εRSIS of breaking the Ring-SIS assumption decreases from
the success probability ε of the attacker to the multisignature
by a polynomial loss factor.

In modern cryptography, it is desired to prove the secu-
rity of the cryptographic scheme by a tight reduction. The
tight reduction means that the success probability of break-
ing the cryptographic scheme is the same as that of breaking
the underlying cryptographic assumption except for constant
factors. Conversely, in the loose reduction, the success prob-
ability of breaking the scheme is larger than that of breaking
the assumption with polynomial factors. Therefore on the
scheme whose security is proven by a loose security reduc-
tion, the security parameter of the scheme must be set to be
large.

In the case of themultisignature, few instantiations have
tight security reduction [5], [7], [10]. Furthermore, these
are based on the computational Diffie-Hellman assumption,
namely, they are not quantum-resistant. On the other hand,
the known lattice-based constructions [12]–[14] have only a
loose security reduction, even [13] and [14] appeared after
the earlier version of this paper [1] was published. Thus, to
the best of our knowledge, it is an open problem to construct
a quantum-resistant multisignature whose security is proven
by a tight security reduction.

Copyright © 2021 The Institute of Electronics, Information and Communication Engineers
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1.1 Contribution

In this paper, we aim to construct a tighter security reduction
for lattice-based multisignature schemes. Our basic strategy
is combining the multisignature scheme of [12] with anothor
lattice-based FS-type signature scheme by [17] which has a
tight security reduction from the Ring-LWE (Ring Learning
with Errors) assumption.

We consider the security of the proposed scheme in the
PPK model and the classical random oracle model (ROM)
from the Ring-LWE assumption. In the security proof, we
employ the proof technique by Katz and Wang [18] which is
called the “lossy key technique”. By using the lossy key tech-
nique, they proposed the tightly-secure FS-type signature
from the Decisional Diffie-Hellman assumption. A security
proof with this technique proceeds as follows. The security
reduction merely plays the euf-cma game as the challenger
with the assumed attacker for a “lossy public key” instead
of the standard public key. The lossy public key is com-
putationally indistinguishable from the standard one under
the designated cryptographic assumption, and there are no
corresponding secret keys for such lossy public keys. In
this case, one can evaluate that the success probability of
the assumed attacker is at most negligible even if such an at-
tacker runs in unbounded polynomial time. Abdalla, Fouque,
Lyubashevsky, and Tibouchi [17] expanded the lossy key
technique to the lattice-based FS-type signature. In their
lattice-based signature, the computational indistinguishabil-
ity between the lossy public keys and the standard public
keys is guaranteed by the Ring-LWE assumption.

We extend their result to the case of multisignature
schemes. In this sense, our result suggests that proof tech-
niques for standard signature schemes is applicable to mul-
tisignature schemes. More precisely, the success probability
εRLWE of breaking the Ring-LWE assumption appears in
the success probability ε of attacking the scheme with no
loss factor, whereas such a success probability by [12] has a
polynomial loss factor. Namely, we can achieve the tightness
concerning the underlying Ring-LWE assumption.

Although we can improve the polynomial loss factor
concerning the Ring-LWE assumption in the security proof,
a complete tight reduction is not achieved. This is be-
cause we require another cryptographic assumption to ad-
dress the problem pointed out by [14], and a polynomial
loss factor arises on the new cryptographic assumption. In
[14], they found that all lattice-basedmultisignature schemes
[1], [12], [13] using the rejection sampling [19], including
our earlier version [1], have the common problem. On the
lattice-based FS-type signature scheme using the rejection
sampling such as [17], [19], the signer restarts the sign-
ing protocol when a signature does not pass the verification
check. In that case, a commitment to which a part of a
signature generated by FS-type signature scheme is reffered,
and a hash value used to produce a signature are deleted
and the attacker cannot know them. On the other hand, in
the multisignature case, such commitments and hash values

are shared among signers because they are required to com-
pute a signature even if the resulting signature is rejected
by the verification check eventually. In this case, there is
no guarantee that these shared commitments do not leak the
information concerning the secret key. To address this situa-
tion, in other words, to make these comments indistinguish-
able from random values, we require another assumption
called the Rejected-Ring-LWE (Re-Ring-LWE) assumption.
Since the rejection in the signing oracle simulation can oc-
cur polynomially many times, we suffer a polynomial loss
factor concerning the Re-Ring-LWE assumption. Reducing
the polynomial loss concerning the new assumption and then
achieving the complete tight reduction is an important open
question.

Note that the Re-Ring-LWE assumption is a generaliza-
tion of the Rejected-DCK (Re-DCK) assumption [20]. As
mentioned in [20], it remains open to show the reasonability
of the Re-DCK assumption, although one expects that this
assumption holds. Thus, investigating the reasonability of
the Re-Ring-LWE assumption and the relationship between
the assumption and the Ring-LWE assumption is also an
important problem.

To address the issue concerning the Re-Ring-LWE as-
sumption other than the thing above, we are likely to remove
this assumption by setting long parameters so that such a
rejection happens with a small probability, or by applying
the technique [14], [20] to the proposed scheme in a way that
such commitments of signatures are masked by a commit-
ment scheme. In both cases, the size efficiency of the result-
ing multisignature scheme becomes worse than the original.
Therefore, we consider that the size efficiency and the restart
probability, in other words, employing the Re-Ring-LWE
assumption is a tradeoff.

1.2 Comparison

We give a summary and a comparison of lattice-based mul-
tisignature schemes. The summary and the comparison are
given in Tables 1, 2 and 3. All schemes listed in tables are
proven to be secure in the PPK and ROmodel, however, their
security reductions are loose.

The first lattice-based multisignature scheme is pro-
posed by [12]. The scheme is based on the Ring-SIS assump-
tion the Decisional Compact Knapsack (DCK) assumption
and its security is proven in the PPK andROmodel. The con-
struction of [12] follows the strategy by [4], then the signing
protocol requires 3-round communication among signers.

Ma and Jiang [13] proposed a variant of [12] in a sense
that the expected number of the repetition of the signing
protocol becomes almost 1 with the tradeoff to the commu-
nication complexity and the computation complexity. Due
to the modification from [12], the multisignatue scheme of
[13] needs one additional round in the signing protocol.

For the two multisignature schemes above, as discussed
in the previous subsection, a problem concerning the repe-
tition of the signing protocol is pointed out by [14], as well
as our earlier version [1]. To address the problem, we em-
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Table 1 Summary of lattice-based multisignature.
Assumption Distribution Probability of Forger Rounds Security Model

[12] Ring-SIS, DCK, (Re-DCK) Uniform/Uniform
√
O(QT )εDCK + e

2N εReDCK 3 PPK ROM
[13] Ring-SIS, DCK, (Re-DCK) Uniform/Uniform

√
O(QT )εDCK + e

2N εReDCK 4 PPK ROM
[14] MSIS, MLWE Unifrom/Discrete Gaussian O(QS )

(
εMLWE +

√
QT (εMSIS + εRSIS)

)
2 PPK ROM

[ours] Ring-LWE, Re-Ring-LWE Unifrom/Unifrom εRLWE + e
2N εReRLWE 3 PPK ROM

The column Assumption means the security assumptions required in each scheme. The column Distribution means the distribution of the secret key and
that of the randomness used in the signature generation. The column Probability of Forger denotes the upper bound of the probability of attacking the target
multisignature. The column Rounds means the number of interactions among signers in the signing protocol. All schemes are proven to be secure for
the plain public-key model in the random oracle model. QS denotes the number of making queries to the signing oracle, and QT does the total number
of the signing oracle queries and the random oracle queries. N is the number of group members issuing a signature. Note that N is considered as a
constant in these lattice-based schemes. εDCK, εReDCK, εMLWE, εMSIS εRSIS, εRLWE, εReRLWE are the probabilities of breaking the DCK assumption, the
Re-DCK assumption, the Module-LWE assumption, the Module-SIS assumption, the Ring-SIS assumption, the Ring-LWE assumption and the Re-Ring-LWE
assumption, respectively.

Table 2 Comparison of the component size of communication size.
Component Size Communication Size

pp pk sk σ 1st 2nd 3rd 4th
[12] |R | |R | 2 |R | 3 |R | |R | |R | 2 |R | -
[13] |R | |R | 2 |R | (N + 2) |R | O(N ) |R | O(N ) |R | 2O(N ) |R | 3 |R |
[14] |Mk×l | |Mk | |Mk+l | |Mk×2 | + |Mk+l | |Mk×2 | |Mk+l | - -

+ |M2×(l+2w) | + |Mk×(l+2w) | + |Mk×(l+2w) |
[ours] |R | |R | 2 |R | 3 |R | |R | |R | 2 |R | -

pp, pk, sk and σ denote the public parameter, the public key, the secret key and the signature, respectively. R means the underlying ring of the scheme, while
for any natural numbers r , c, and d, Mr×c and Md mean the (r × c)-matrix and d-vector of underlying module. |R |, |Mr×c |, and |Md | means the size of
one element of R, Mr×c , and Md , respectively. The parameters k, l are the numbers of rows and columns of a basic matrix for [14], and w is the parameter
for the employed commitment scheme.

Table 3 Comparison of computation time.
Computation Time

Sign Ver
Signing time per signer Expected number of repetition

[12] 2 Mul e2N (N + 1)Mul
[13] 2O(N )Mul 1 (N + 1)Mul
[14] O(Nkl)Mul eo(log(n(k+l)))/α(n ,k ,l ,s)+1/(2α(n ,k ,l ,s))2 (N +O(k(l + w)))Mul
[ours] 2 Mul e2N (N + 1)Mul

Mul means the computation time of one multiplication in the underlying ring R. e is Napier’s constant. n is the degree of the underlying module. α(n, k , l, s)
is a rational number depending on the degree n, the numbers of rows k and columns l, and the designated standard deviation s concerned in the discrete
Gaussian distribution.

ploy the Re-Ring-LWE assumption in this paper. Similarly,
it seems to require the Re-DCK assumption [20], to resolve
the problem on these multisignature schemes, although this
point is not referred to in the original papers.

Damgård, Orlandi, Takahashi, and Tibouchi [14] pro-
posed a 2-round lattice-based multisignature scheme. Their
scheme employs a homomorphic commitment to achieve a
2-round signing protocol besides overcoming the problem
discussed above. The security is proven from the Module-
SIS assumption and the Module-LWE assumption. For the
evaluation in Tables 1, 2 and 3, we consider the instantiation
of a homomorphic commitment proposed also in [14].

We note that a lattice-based non-interactive multisigna-
ture scheme is proposed in [21]. However, the vulnerability
on that scheme is found in [22]. They showed that a se-
cret key of [21] can be recovered from sufficient but realistic
numbers of signatures.

It also should be noted that the number of users is re-
quired to be constant in all of the lattice-basedmultisignature

schemes mentioned in this subsection. This reason comes
from the rejection sampling technique used in the signing al-
gorithm of every lattice-based multisignature scheme. Nev-
ertheless, these signature schemes are sufficient to be used
in some applications such as the blockchain system. Indeed,
El Bansarkhani and Sturm [12] discussed the parameter of
their multisignature scheme when the number of users is 5
and 10. It also remains open whether or not lattice-based
multisignature schemes with polynomially many signers can
be constructed.

1.3 Related Works

There are ID-based variants of lattice-based multisignature
schemes. In [23], a lattice-based ID-based multi-proxy mul-
tisignature scheme was introduced. Their scheme relies on
the standard LWE assumption.

[24] proposed a lattice-based ID-based blind multisig-
nature scheme. Its security is proven by the SIS assumption.
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1.4 Differences from Proceedings Version

The earlier version of this paper appeared in [1]. For themul-
tisignature scheme in the proceeding version, [14] pointed
out that the security proof has a flaw concerning the signing
protocol. We introduce the Re-Ring-LWE assumption and
apply the technique of [20] to complete the security proof
correctly.

2. Preliminaries

Let N be the set of natural numbers, and let Z be the set of
integers, respectively. For any integers a ≤ b, [a, b] ⊆ Z
denotes the set of integers from a to b. For a finite set X ,
x ∈U X means that an element x is chosen from X uniformly
at random. The cardinality of X is denoted by |X |. We say
that a function ε is negligible in λ if for any polynomial µ,
there exists a natural number λ0 such that ε(λ) < 1/µ(λ) for
λ > λ0.

2.1 Multisignature

We introduce the definitions concerning the multisignature.

Definition 1. A multisignature scheme MSig consists of the
4-tuple (Setup,KGen,Sig,Ver). Setup and KGen are prob-
abilistic polynomial-time algorithms. The signing process
can be done by executing the designated multiparty pro-
tocol among multiple users. Each user runs an interac-
tive polynomial-time algorithm Sig. Ver is a deterministic
polynomial-time algorithm. The description of these four
algorithms is as follows:

Setup(1λ) outputs a public parameter pp on a security pa-
rameter λ.

KGen(pp) outputs a pair (sk,pk) of a secret key sk and a
public key pk on pp.

Sig(pp, sk,PK, µ) outputs a signature σ on a message µ and
a set PK of public keys.

Ver(pp,PK, µ,σ) outputs 1 if σ is a valid signature for
(PK, µ), or 0 otherwise.

(1) Completeness

Let MSig = (Setup,KGen,Sig,Ver) be a multisignature. We
say that MSig satisfies the completeness if for any security
parameter λ, any public parameter pp ← Setup(1λ) and
any message µ, Ver(pp,PK, µ,σ) = 1 always holds for any
signature σ which is computed by all users i (i ∈ [1,N])
executing Sig(pp, ski,PK, µ), where

(
ski,pki

)
← KGen(pp)

and PK =
{
pki

}N
i=1.

(2) Security

We introduce the security notion for multisignatures in the
plain public key model [4]. The security game, called the
plain public key (ppk) game, is defined between the chal-
lenger C and the forger F . The description of the game is as

follows:

Setup The challenger C generates pp← Setup(1λ) and the
challenge key pair (pk∗, sk∗) ← KGen(pp). Then C
sends (pp,pk∗) to the forger F .

Sign For a t-th query (µ(t),PK(t)) of a message µ(t) and a
public key set PK(t) including pk∗, C computes the
corresponding signature σ(t), in an interactive manner
with F that plays the role of users having all public keys
pk ∈ PK(t)\{pk∗}. ThenC answersσ(t) toF . Note that
F can make each query in concurrent manner. Namely,
F can start tomake a new query before previous queries
are answered.

Challenge F wins the ppk game if the output (PK∗, µ∗, σ∗)
of F satisfies the following three conditions:
1. pk∗ ∈ PK∗.
2. (µ∗,PK∗) is not queried in Sign phase.
3. Ver(pp,PK∗, µ∗, σ∗) = 1.

As in [4], [12], we suppose that F makes queries (µ(t),PK(t))
such that PK(t) contains the challenge public key pk∗ only
once in Sign phase, and that the first element in PK(t) is it
without loss of generality. On the other hand, F can finally
outputs PK∗ that contains pk∗ multiple times in Challenge
phase.

Definition 2. Let T be a polynomial and ε be a function.
A multisignature scheme MSig with N users (N ∈ N) is
(T,N, ε,Qs)-ppk secure if for any forger F running in at
most time T which makes at most Qs queries in Sign phase,
the probability that F wins the ppk game is ε .

Especially, in the random oracle model, MSig is said to
be (T,N, ε,Qs,Q1,Q2, . . .)-ppk secure ifMSig is (T,N, ε,Qs)-
ppk secure and the number of queries to the random oracle
Hi is at most Qi for all i.

2.2 Lattice

For positive integers q and n, R and Rq are defined by R =
Z[X]/(Xn + 1) and Rq = Zq[X]/(Xn + 1), respectively. Any
element w =

∑n−1
i=0 wiX i in R or Rq can be expressed by

its coefficient vector (w0, . . . , wn−1). Especially, we assume
that coefficients of elements in Rq are in the range [−(q −
1)/2, (q − 1)/2]. Let R×q be the set of invertible elements in
Rq .

For w = (w0, . . . , wn−1) ∈ R, the `∞-norm of w is
defined by ||w ||∞ = max0≤i≤n−1 |wi |. For any real number β,
R≤β means that the set of all elements in R such that their
`∞-norm is at most β. We have that

��R≤β �� is (2β + 1)n. In a
similar manner, R≤βq is also defined with β ≤ q/2.

Let βs be a natural number. For an algorithm A, we
consider the following two probabilities:

PRLWE
0 = Pr

[
A(a, t) = 1 : a, t ∈U Rq

]
,

PRLWE
1

= Pr
[
A(a, as1 + s2) = 1 : a ∈U Rq, s1, s2 ∈U R≤βsq

]
.
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Then, the advantageAdvRLWE
A,βs

of theRing Learning with
Error (Ring-LWE) problem is defined as follows:

AdvRLWE
A,βs

=
��PRLWE

0 − PRLWE
1

�� .
The Ring-LWE assumption is defined as follows.

Definition 3. Let TRLWE be a polynomial and εRLWE be
a function. The (βs,TRLWE, εRLWE)-Ring-LWE assumption
holds if for any algorithmA running in at most time TRLWE,
AdvRLWE

A,βs
≤ εRLWE.

Following [17], we consider that the modulo q is prime
and polynomial-length in n such that q ≡ 1 (mod 2n). We
also consider that the element a on the both two assump-
tions above is chosen uniformly at random from the set R×q
instead of Rq . This restriction does not affect the hardness
of the assumption [17]. Note that we consider the uniform
distribution over R≤βsq as the distribution on s1, s2 like the
Module-LWE assumption [25].

We consider another assumption concerning the Ring-
LWE assumption, which is an analog of the Rejected-DCK
assumption [20] to the Ring-LWE case. Let βy , βc and βz
be natural numbers. For an algorithm A, we consider the
following two probabilities:

PReRLWE
0

= Pr
A(a, u, c) = 1 :

a ∈U Rq, s1, s2 ∈U R≤βsq ,

y1, y2 ∈U R≤βyq , c ∈U R≤βcq ,
u ∈U Rq�� s1c + y1 < R≤βzq , or s2c + y2 < R≤βzq

]
,

PReRLWE
1

= Pr
A(a, u, c) = 1 :

a ∈U Rq, s1, s2 ∈U R≤βsq ,

y1, y2 ∈U R≤βyq , c ∈U R≤βcq ,
u = a y1 + y2�� s1c + y1 < R≤βzq , or s2c + y2 < R≤βzq

]
.

The advantage AdvReRLWE
A,βs ,βc ,βy ,βz

of the Rejected-Ring
Learning with Error (Re-Ring-LWE) problem is defined as
follows:

AdvReRLWE
A,βs ,βc ,βy ,βz

=
��PReRLWE

0 − PReRLWE
1

�� .
Definition 4. Let TReRLWE be a polynomial and εReRLWE
be a function. The

(
βs, βc, βy, βz,TRLWE, εReRLWE

)
-Re-Ring-

LWE assumption holds if for any algorithmA running in at
most time TReRLWE, AdvReRLWE

A,βs ,βc ,βy ,βz
≤ εReRLWE.

Note that the Re-Ring-LWE assumption coincides with
theRejected-DCKassumptionwhen βs = 1. Namely theRe-
Ring-LWE assumption can be considered as a generalization
of the Rejected-DCK assumption.

3. Proposed Lattice-Based Multisignature Scheme

In this section, we introduce a new multisignature scheme

Table 4 Parameters for MSig.
Definition Setting

n dimension a power of 2
q modulo small prime ≡ 1 mod 2n
N # of signer independent of n e.g. 5, 10 [12]
γ independent of n, γ ≥ 1
βs bound of `∞-norm of s ratio between q and βs is

poly(n)
βy bound of `∞-norm of y γn2βs log n
βc bound of `∞-norm of c log n
βz bound of `∞-norm of z (γn − 1)nβs log n
`H length of hash value of H0 poly(n)

s, y, c and z are parts of a secret key and a multisignature explained just
latter. The settings except that of the parameter N are considered in a
similar manner to [17], whereas that of N is given as in [12].

MSig. Here, we use parameters n, q, N , γ, βs , βy , βc , βz
and `H which are listed in Table 4.

3.1 Construction

We now introduce MSig. Let H0 : {0,1}∗ → {0,1}`H and
H1 : {0,1}∗ → R≤βcq be hash functions, respectively. The
description MSig = (Setup,KGen,Sig,Ver) is as follows:

Setup(1λ) outputs pp ∈U R×q .

KGen(pp) outputs a key pair (sk,pk) computed as follows:

(1) sk = (s1, s2), where s1, s2 ∈U R≤βsq , and
(2) pk = pp · s1 + s2.

Sig(pp, ski,PK, µ) outputs a signature σ on a message µ

and a set of public keys PK =
{
pkj

}N
j=1 according

to the protocol below. Now, ski =
(
si,1, si,2

)
. All

users interactively run Sig. The protocol halts without
output if the number of the restart is beyond the expected
iteration time Eγ,n, which will be evaluated at Sect. 3.3.
Each user having (ski,pki) executes the protocol as
follows:
(i) computes ui = pp · yi,1+ yi,2, where yi,1, yi,2 ∈U

R≤βyq .
(ii) computes hi = H0(ui) and broadcasts hi to the

other users.
(iii) receives

{
h j

}
j∈[1,N ]\{i } from the other users, then

broadcasts ui to the other users.
(iv) receives

{
u j

}
j∈[1,N ]\{i } from the other users and

checks h j = H0(u j) for all j ∈ [1,N]\{i}. If there
exists an index j such that h j , H0(u j), aborts the
protocol.

(v) computes u =
∑N

j=1 u j .
(vi) computes ci = H1(pki, u,PK, µ).
(vii) sets

(
zi,1, zi,2

)
=

(
si,1ci + yi,1, si,2ci + yi,2

)
.

(viii) If
(
zi,1, zi,2

)
<

(
R≤βzq

)2
, restarts the protocol from

(i).
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(ix) broadcasts
(
zi,1, zi,2

)
to the other users.

(x) receives
{(
z j ,1, z j ,2

)}
j∈[1,N ]\{i } from the other

users, then computes (z1, z2) =
∑N

j=1
(
z j ,1, z j ,2

)
.

(xi) outputs σ = (u, z1, z2).

Ver(pp,PK, µ,σ) outputs 1 if σ satisfies the following con-
ditions:
(i) z1, z2 ∈ R≤Nβzq .

(ii) pp · z1 + z2 = u +
∑N

j=1 pkj · c j , where PK ={
pkj

}N
j=1 and c j = H1(pkj, u,PK, µ) for each j ∈

[1,N].

3.2 Completeness

We show that Ver(pp,PK, µ,σ) = 1 always holds for any
pp← Setup(1λ), any i ∈ [1,N], any

(
ski,pki

)
← KGen(pp)

and any σ ← Sig(pp, ski,PK, µ) where PK =
{
pki

}N
i=1. In

this case, it is guaranteed that zi,1, zi,2 ∈ R≤βzq in (viii) of
Sig. Therefore, we have

||z1 ||∞ =

�����
����� N∑
i=1

zi,1

�����
�����
∞

≤

N∑
i=1

����zi,1����∞ ≤ Nβz, and

||z2 ||∞ =

�����
����� N∑
i=1

zi,2

�����
�����
∞

≤

N∑
i=1

����zi,2����∞ ≤ Nβz,

(1)

for the condition (i) of Ver. Moreover, it follows from (vii)
and (x) of Sig that

pp · z1 + z2 =

N∑
j=1

(
pp · z j ,1 + z j ,2

)
=

N∑
j=1

(
pkj · c j + u j

)
=

N∑
j=1

pkj · c j +
N∑
j=1

u j

=

N∑
j=1

pkj · c j + u.

(2)

Thus, the condition (ii) of Ver holds.

3.3 Restart Probability and Expected Iteration Time

We evaluate the probability that the signature generation
protocol Sig restarts. We first prove the following lemmas.

Lemma1. Let n, q, N , γ, βs , βy , βc and βz be the parameters
set as in Table 4. For any s ∈ R≤βsq and any c ∈ R≤βcq , we
have the followings:

• Pr
y∈UR

≤βy
q

[
sc + y ∈ R≤βzq

]
=

���R≤βzq

������R≤βyq

��� , and (3)

• for any z ∈ R≤βzq ,

Pr
y∈UR

≤βy
q

[
sc + y = z | sc + y ∈ R≤βzq

]
=

1���R≤βzq

��� . (4)

Proof. We fix z ∈ R≤βzq .
(3) In the similar way to the proof of Lemma 2 in [17],
by letting c = (c0, . . . , cn−1) and s = (s0, . . . , sn−1), the k-
th coefficient of cs mod Xn + 1 can be expressed in the
following way:

c0s0 −
∑n−1

i=1 cisn−i, k = 0,∑k
i=0 cisk−i −

∑n−1
i=k+1 cisn+k−i, 1 ≤ k ≤ n − 2,∑n−1

i=0 cisn−1−i, k = n − 1.

On the other hands, we have
��cisj �� ≤ βcβs for any i, j ∈

[0,n − 1], since ||c ||∞ ≤ βc and ||s ||∞ ≤ βs These imply that
||sc ||∞ ≤ nβcβs ≤ nβs log n. It follows from Table 4 that

||z − sc ||∞ ≤ (γn − 1)nβs log n + nβs log n

= γn2βs log n
= βy .

Hence, it holds that z − sc ∈ R≤βyq . Then, we have

Pr
y∈UR

≤βy
q

[y + cs = z] = Pr
y∈UR

≤βy
q

[y = z − cs]

=
1���R≤βyq

��� .
We can evaluate the probability as

Pr
y∈UR

≤βy
q

[
y + cs ∈ R≤βzq

]
=

���R≤βzq

������R≤βyq

��� .
(4) It follows from the above discussion that

Pr
y∈UR

≤βy
q

[
y + cs = z | y + cs ∈ R≤βzq

]
=

Pr
y∈UR

≤βy
q

[
y + cs = z ∧ y + cs ∈ R≤βzq

]
Pr

y∈UR
≤βy
q

[
y + cs ∈ R≤βzq

]
=

1���R≤βzq

��� .
�

Lemma 2. Let γ ≥ 1. For zi,1 = si,1ci + yi,1 and zi,2 =
si,2ci + yi,2, the non-abort probability in (viii) of Sig is
evaluated by
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Pr
[
zi,1, zi,2 ∈ R≤βzq

]
=

©­­«
���R≤βzq

������R≤βyq

��� ª®®¬
2

. (5)

Moreover, it can be evaluated as

Pr
[
zi,1, zi,2 ∈ R≤βzq

]
≥

(
1 −

1
γn

)2n
≈

1
e2 , (6)

for sufficiently large n.

Proof. Eq. (3) implies Eq. (5). Moreover, for zi,k where
k = 1,2, we have

Pr
[
zi,k ∈ R≤βzq

]
=

���R≤βzq

������R≤βyq

���
=

(
2βz + 1
2βy + 1

)n
=

(
2((γn − 1)nβs log n) + 1

2
(
γn2βs log n

)
+ 1

)n
=

(
2γn2βs log n + 1 − 2nβs log n

2γn2βs log n + 1

)n
=

(
1 −

2nβs log n
2γn2βs log n + 1

)n
≥

(
1 −

2nβs log n
2γn2βs log n

)n
=

(
1 −

1
γn

)n
≥

(
1 −

1
n

)n
≈

1
e
.

Therefore, Eq. (6) follows. �

To the protocol succeeds to the end, all N users are
required to pass the check at (viii) simultaneously. It follows
from Eq. (6) that the probability Pr[pass] that all users pass
the check in (viii) is evaluated by the following.

Pr[pass] =
(
Pr

[
zi,1, zi,2 ∈ R≤βzq

] )N
≥

(
1 −

1
γn

)2Nn

≈
1

e2N .

(7)

Let Eγ,n be the expected iteration time of Sig. Then, Eγ,n
can be evaluated by 1/Pr[pass] ≈ e2N .

3.4 Discussion on Multisignature Size

We discuss the size of a multisignature σ = (u, z1, z2) ∈

Rq × R≤Nβzq × R≤Nβzq issued by Sig. Recall that any ele-
ment in Rq (in R≤Nβzq , resp.) is represented by the tuple
of n integers in [−(q − 1)/2, (q − 1)/2] (in [−Nβz,Nβz],
resp.). It follows from Eq. (1) and Table 4 that the size
is n

(
log2 q + 2 log2 (2N(γn − 1)nβs log n)

)
. Observe that

the number N of users few affect the size of multisig-
natures, although the size depends on N . On the other
hand, this sufficiently affects the size of signatures in
the case where each of N users issues a signature by
using AFLT signature individually. In fact, each size
of signatures issued by AFLT signature is evaluated by
n
(
log2 q + 2 log

(
2(n − 1)

√
nβs log3 n

))
[17], and hence the

total size is N · n
(
log2 q + 2 log

(
2(n − 1)

√
nβs log3 n

))
.

4. Security Proof

We prove the security of MSig from the Ring-LWE assump-
tion and the Rejected-Ring-LWE assumption.

Theorem 1. Let q � (γβsN)2/α · n4/α+η for some α and
η. Assume that the (βs,TRLWE, εRLWE)-Ring-LWE assump-
tion and the

(
βs, βc, βy, βz,TRLWE, εReRLWE

)
-Re-Ring-LWE

assumption hold. Then, MSig is (T,N, ε,Qs,Q1,Q2)-ppk se-
cure in the random oracle model, where

T = TRLWE −O(n) = TReRLWE −O(n),

ε ≤ εRLWE +

(
Q0 +QsNEγ,n

)2

2`H
+QsEγ,nεReRLWE

+
QsEγ,n

(
QsEγ,n +Q1 + 1

)
(2(γn − 1)nβs log n + 1)n

+
1

2`H
+ εGame4,

for some negligible function εGame4 .

Proof. We prove the statement by the hybrid argument. Let
F denote a forger againstMSig. We consider the sequence of
games Game0, . . . ,Game4 defined below. Let Wink denote
the event that F wins in Gamek for k ∈ [0,4].

(1) Game0

Game0 is identical to the ppk game on MSig. The precise
description is as follows:

Setup C sends (pp,pk∗) to F , where pp ∈U R×q , and pk∗ =
pp · s∗1 + s∗2 for s

∗
1, s
∗
2 ∈U R≤βsq .

H0 On a query u(k) from F , C returns H0(u
(k)) if it is

already defined, or chooses and returns h(k) ∈U {0,1}`H
otherwise.

H1 On a query
(
pk(k), u(k),PK(k), µ(k)

)
from F , C returns

H1(pk(k), u(k),PK(k), µ(k)) if it is already defined, or
chooses and returns c(k) ∈U R≤βcq otherwise.

Sign C and F compute a signature σ(t) on
(
PK(t), µ(t)

)
ac-

cording to the following protocol.
For any t ∈ [1,Qs], we can assume that the first public
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key pk(t)1 in PK(t) =
{
pk(t)j

}N
j=1

is just pk∗ generated in
Setup phase without loss of generality. F plays a role
of users which have other public keys pk(t)j ( j ∈ [2,N]).

When F queries
(
PK(t), µ(t)

)
, C behaves as follows:

(S1-1) C chooses y (t)1,1, y
(t)
1,2 ∈U R≤βyq , and sets u(t)1 =

pp · y (t)1,1 + y (t)1,2.

(S1-2) C sets h(t)1 = H0(u
(t)
1 ), then returns h

(t)
1 to F .

When F sends h(t)j ( j ∈ [2,N]), C returns u(t)1 to F .

When F sends u(t)j ( j ∈ [2,N]), C behaves as follows:

(S3-1) C checks h(t)j = H0(u
(t)
j ) for all j ∈ [2,N]. If

there exists j such that h(t)j , H0(u
(t)
j ), aborts

the protocol.
(S3-2) C sets u(t) =

∑N
j=1 u

(t)
j .

(S3-3) C sets c(t)1 = H1(pk∗, u(t),PK(t), µ(t)).

(S3-4) C sets
(
z(t)1,1, z

(t)
1,2

)
=

(
s∗1c
(t)
1 + y (t)1,1, s

∗
2c
(t)
1 + y (t)1,2

)
.

(S3-5) If
(
z(t)1,1, z

(t)
1,2

)
<

(
R≤βzq

)2
, C restarts the pro-

tocol.
(S3-6) C returns

(
z(t)1,1, z

(t)
1,2

)
to F .

When F sends
(
z(t)
j ,1, z

(t)
j ,2

)
( j ∈ [2,N]), C behaves as

follows:
(S4-1) C computes

(
z(t)1 , z

(t)
2

)
=

∑N
j=1

(
z(t)
j ,1, z

(t)
j ,2

)
.

(S4-2) C outputs a signature σ =
(
u(t), z(t)1 , z

(t)
2

)
.

Challenge If the final output (PK∗, µ∗, σ∗) of F satisfies the
following conditions, F wins the game:
1. pk∗ ∈ PK∗.
2. (µ∗,PK∗) is not queried in Sign phase.
3. σ∗ =

(
u∗, z∗1, z

∗
2
)
satisfies

a. z∗1, z
∗
2 ∈ R≤Nβzq ,

b. pp · z∗1+ z
∗
2 = u∗+

∑N
j=1 pk∗j ·c

∗
j , where PK∗ ={

pk∗j
}N
j=1

and c∗j = H1(pk∗j, u
∗,PK∗, µ∗).

Note that H0 and H1 denote phases for the random oracle
queries to H0 and H1, respectively.

Since MSig is (T,N, ε,Qs,Q1,Q2)-ppk secure, we have
the following lemma.

Lemma 3.

Pr[Win0] = ε . (8)

Proof. Game0 is completely identical to the ppk game. Thus

the winning probability of the forger in Game0 and that of
the ppk game equal. �

(2) Game1

Game1 is identical to Game0 except for the behaver of C
in H0 phase. On a k-th query u(k) from F , C behaves as
follows:

1. C returns H0(u
(k)) if it is already defined.

2. Otherwise, C chooses h(k) ∈U {0,1}`H .

3. C checks whether or not there exists j ∈ [1, k − 1] such
that h(k) = H0(u

(j)) for the previous query u(j). If such
an index j exists, then C aborts the game.

4. Otherwise, C sets H0(u
(k)) := h(k) and returns h(k) to

F .

Lemma 4.

Pr[Win1] ≥ Pr[Win0] −

(
Q0 +QsNEγ,n

)2

2`H
. (9)

Proof. The difference between Game1 and Game0 is that
C aborts the game when C tries to set the same hash value
for different two inputs. We evaluate the probability that C
aborts the game in this situation. F makes queries to H0
oracle is at most Q0, whereas for each t-th query in Sign
phase, C does N times as seen in (S1-2) and (S3-1). Since
Sign phase is repeated at most Eγ,n times as evaluated in
Sect. 3.3 for each t-th query by F , the total number of calling
H0 oracle is at most Q0 + QsNEγ,n. Thus the probability
that C aborts the game is

Q0+QsNEγ,n∑
t=1

Pr
hl ∈URq

[
ht ∈

{
h j

}t−1
j=1

]
≤

Q0+QsNEγ,n∑
t=1

t − 1
2`H

≤

(
Q0 +QsNEγ,n

)2

2`H
.

Then, the winning probability of F is

Pr[Win1] ≥ Pr[Win0] −

(
Q0 +QsNEγ,n

)2

2`H
.

�

(3) Game2

Game2 is identical to Game1 except the processes just after
“F sends h(t)j ( j ∈ [2,N])” and the process (S3-1) at Sign
phase. In the same way as Game0, we assume that the

first public key pk(t)1 in PK(t) =
{
pk(t)j

}N
j=1

is pk∗ which is
generated in Setup phase.
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When F sends h(t)j ( j ∈ [2,N]), C behaves as follows:

(Sim2-1) For each j ∈ [2,N], C finds ũ(t)j such that h(t)j =
H0(ũ

(t)
j ) from the list of query-answer pairs in H0

phase.

(Sim2-2) If there does not exist ũ(t)j′ such that h
(t)
j′ = H0(ũ

(t)
j′ )

for some j ′, C sets ũ(t)j′ ∈U Rq and bad = 1.

(Sim2-3) C sets u(t) = u(t)1 +
∑N

j=2 ũ
(t)
j .

(Sim2-4) If H1(pk∗, u(t),PK(t), µ(t)) is already defined to
some value which is not c(t)1 , C aborts the pro-
tocol.

(Sim2-5) C sets c(t)1 = H1(pk∗, u(t),PK(t), µ(t)).

(Sim2-6) C returns u(t)1 to F .

Moreover, (S3-1) is replaced with “C checks u(t)j = ũ(t)j for
all j ∈ [2,N]. If there exists j such that u(t)j , ũ(t)j or
bad = 1, then aborts the protocol.”

The following lemma guarantees that this change does
not affect the success probability by F unless one of the
bad events happens, and the probability that it happens is
negligible. Here, the bad events are the events that C sets
bad = 1 in (Sim2-2) and that aborts in (Sim2-4).

Lemma 5.

Pr[Win2]

≥ Pr[Win1] −
QsEγ,n

(
QsEγ,n +Q1 + 1

)
(2(γn − 1)nβs log n + 1)n

−
1

2`H
.

(10)

Proof. We first show that the change at Game2 does not
affect the success probability by F unless one of the bad
events happens. Since C sends u(t)1 , which is set before “F
sends h(t)j ( j ∈ [2,N])” in both games, the black-box forger
F cannot recognize the change in this game at the point
where F receives u(t)1 unless one of the bad events happens.

We now confirm that the replaced equation u(t)j = ũ(t)j

for all j ∈ [2,N] is equivalent to the original one h(t)j =

H0(u
(t)
j ) for all j ∈ [2,N]. We fix j. Then, (Sim2-1) implies

that h(t)j = H0(ũ
(t)
j ). This means that if u(t)j = ũ(t)j , then

we have h(t)j = H0(ũ
(t)
j ) = H0(u

(t)
j ). On the contrary, if

h(t)j = H0(u
(t)
j ), then H0(u

(t)
j ) = h(t)j = H0(ũ

(t)
j ). It follows

from the setting of Game1 that there is only one value u such
that h(t)j = H0(u). This implies that u(t)j = ũ(t)j . Thus, the
above two equations are equivalent. Hence, the behaviors of
C in both games are equivalent.

We evaluate the probability that one of the bad events
happens. C may set bad = 1 in (Sim2-2) if there exists
some j ′ such that there does not exist ũ(t)j′ which satisfies
h(t)j′ = H0(ũ

(t)
j′ ). This means that F sends h(t)j′ which is not

queried to H0 phase, although F has to find u(t)j′ satisfying

H0(u
(t)
j′ ) = h(t)j′ . Since C chooses a hash value from Rq

uniformly at random for a queried u, the probability that F
finds an appropriate h(t)j′ is 1/2`H . Namely the probability
of bad = 1 in (Sim2-2) is bounded by 1/2`H .
C may also abort the protocol in (Sim2-4), if

H1(pk∗, u(t),PK(t), µ(t)) is already defined. In order to evalu-
ate this event, we estimate the distribution of u(t) =

∑N
j=1 u

(t)
j

in input, especially that of u(t)1 . Since u(t)1 = pp · z(t)1,1+ z
(t)
1,2−

pk∗ · c(t)1 for z(t)1,1, z
(t)
1,2 ∈U R≤βzq , for any u ∈ Rq , we have

Pr
z(t )1,2∈UR

≤βz
q

[
u = pp · z(t)1,1 + z(t)1,2 − pk∗ · c(t)1

]
= Pr

z(t )1,2∈UR
≤βz
q

[
z(t)1,2 = u − pp · z(t)1,1 + pk∗ · c(t)1

]
= Pr

z(t )1,2∈UR
≤βz
q

[
z(t)1,2 = Z

]
= Pr

z(t )1,2∈UR
≤βz
q

[
z(t)1,2 = Z ∧ Z ∈ R≤βzq

]
+ Pr

z(t )1,2∈UR
≤βz
q

[
z(t)1,2 = Z ∧ Z < R≤βzq

]
= Pr

z(t )1,2∈UR
≤βz
q

[
z(t)1,2 = Z ∧ Z ∈ R≤βzq

]
= Pr

[
Z ∈ R≤βzq

]
Pr

z(t )1,2∈UR
≤βz
q

[
z(t)1,2 = Z | Z ∈ R≤βzq

]
≤ Pr

z(t )1,2∈UR
≤βz
q

[
z(t)1,2 = Z | Z ∈ R≤βzq

]
=

1���R≤βzq

��� .
where Z stands for u − pp · z(t)1,1 + pk∗ · c(t)1 . The number
of calling Sign phase is at most Qs , and Sign is repeated
at most Eγ,n times as mentioned in Sect. 3.3. Since u(t)j is
determined before u(t)1 has been broadcasted for j ∈ [2,N],
the probability of aborting in (Sim2-4) is bounded by

QsEγ,n∑
t=1

t +Q1���R≤βzq

��� ≤ QsEγ,n
(
QsEγ,n + 1

)
+QsEγ,nQ1���R≤βzq

��� .

From the discussion above, we can evaluate Pr[Win2]
as

Pr[Win2]

≥ Pr[Win1] −
QsEγ,n

(
QsEγ,n +Q1 + 1

)���R≤βzq

��� −
1

2`H

= Pr[Win1] −
QsEγ,n

(
QsEγ,n +Q1 + 1

)
(2(γn − 1)nβs log n + 1)n

−
1

2`H
.

�
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(4) Game3

Game3 is identical to Game2 except the processes just after
“F queries

(
PK(t), µ(t)

)
”, those just after “F sends u(t)j

( j ∈ [2,N])” and the process (Sim2-5) at Sign phase.

When F queries
(
PK(t), µ(t)

)
, C behaves as follows:

(Sim1-1) C chooses c(t)1 ∈U R≤βcq and z(t)1,1, z
(t)
1,2 ∈U R≤βzq .

(Sim1-2) C sets b = 1 with the probability 1 −(���R≤βzq

���/���R≤βyq

���)2
which is indicated in Eq. (5),

or sets b = 0 otherwise.
(Sim1-3) C computes u(t)1 = pp · z(t)1,1 + z(t)1,2 − pk∗ · c(t)1 if

b = 0, or u(t)1 ∈U Rq otherwise.

(Sim1-4) C sets h(t)1 = H0(u
(t)
1 ), and then returns h

(t)
1 to F .

When F sends u(t)j ( j ∈ [2,N]), C behaves as follows:

(Sim3-1) C checks u(t)j = ũ(t)j for all j ∈ [2,N]. If there
exists j such that u(t)j , ũ(t)j or bad = 1, then
aborts the protocol.

(Sim3-2) C restarts the protocol if b = 1.

(Sim3-3) C returns
(
z(t)1,1, z

(t)
1,2

)
to F .

We also replace “C sets c(t)1 = H1(pk∗, u(t),PK(t), µ(t))” at
(Sim2-5)with “C sets H1(pk∗, u(t),PK(t), µ(t)) = c(t)1 ”, where
c(t)1 is chosen at (Sim1-1).

In (Sim1-2), C picks the bit b randomly. To reflect the
event of the restart in (S3-5) of Game2, it is decided whether
or not C restarts the signing protocol. The case b = 1
represents that C attempts to simulate the signing oracle
with the restart event. Indeed, the probability that b = 1 is

1−
(���R≤βzq

���/���R≤βyq

���)2
which expresses the restart probability

in (S3-5) of Game2. We show by the following lemma that C
on Game3 with b = 1 behaves in the computationally same
as the processes of Game2 with restart, whereas it on Game3
with b = 0 does in the computationally same as those of
Game2 with non-restart.

Lemma 6.

Pr[Win3] ≥ Pr[Win2] −QsEγ,nεReRLWE. (11)

Proof. We first show that σ(t) =
(
u(t), z(t)1 , z

(t)
2

)
satisfies

Ver(pp,PK(t), µ(t), σ(t)) = 1 when C does not abort the pro-
tocol in Sign phase and F honestly plays the role of users
having all pkj ( j ∈ [2,N]).

We have z(t)1,1, z
(t)
1,2 ∈ R≤βzq by (Sim1-1). For each j ∈

[2,N], it always holds z(t)
j ,1, z

(t)
j ,2 ∈ R≤βzq if F honestly plays

the role of the users having pk(t)j . Therefore, the condition (i)
of Ver holds as Eq. (1).

For (z(t)1,1, z
(t)
1,2), pp · z(t)1,1+ z

(t)
1,2 = pk(t)1 · c

(t)
1 +u

(t)
1 follows

by (Sim1-3). For each j ∈ [2,N], pp · z(t)
j ,1 + z(t)

j ,2 = pk(t)j ·
c(t)j + u

(t)
j also holds if F honestly plays the role of the users

having pk(t)j . From the setting of H0 phase on Game1, we
have H0(u) , H0(ũ) for all u , ũ. Then, it holds that
u(t) =

∑N
j=1 u

(t)
j = u(t)1 +

∑N
j=2 ũ

(t)
j . Thus, the condition (ii)

of Ver holds as Eq. (2).
We next show that the distribution of(
h(t)1 , u

(t)
1 , z

(t)
1,1, z

(t)
1,2, u

(t), z(t)1 , z
(t)
2

)
,

in Game2 when
(
z(t)1,1, z

(t)
1,2

)
∈

(
R≤βzq

)2
, which is output by

C in Sign phase, is identical to that in Game3 when b = 0.
h(t)1 is chosen uniformly at random from Rq in H0 phase in
both games. In Game2, u(t)1 can be expressed as

u(t)1 = pp · y (t)1,1 + y (t)1,2

= pp
(
z(t)1,1 − s∗1c

(t)
1

)
+ z(t)1,2 − s∗2c

(t)
1

= pp · z(t)1,1 + z(t)1,2 −
(
pp · s∗1 + s∗2

)
c(t)1

= pp · z(t)1,1 + z(t)1,2 − pk∗ · c(t)1 .

It follows from Eq. (4) of Lemma 1 that the distributions
of z(t)1,1 and z(t)1,2 are uniformly at random over R≤βzq for the
uniformly chosen elements y (t)1,1, y

(t)
1,2 ∈U R≤βyq under the

condition
(
z(t)1,1, z

(t)
1,2

)
∈

(
R≤βzq

)2
. This implies that those of

u(t)1 as well as
(
z(t)1,1, z

(t)
1,2

)
in the both games are identical, as

long as it holds that
(
z(t)1,1, z

(t)
1,2

)
∈

(
R≤βzq

)2
in Game2. For

u(t), z(t)1 , z
(t)
2 , it holds(

u(t), z(t)1 , z
(t)
2

)
=

N∑
i=1

(
u(t)i , z

(t)
i,1, z

(t)
i,2

)
,

in both games. Since the distributions of
(
u(t)1 , z

(t)
1,1, z

(t)
1,2

)
in

the both games are identical as mentioned above and those
of

(
u(t)j , z

(t)
j ,1, z

(t)
j ,2

)
for any j ∈ [2,N] are chosen by F , the

distributions of(
h(t)1 , u

(t)
1 , z

(t)
1,1, z

(t)
1,2, u

(t), z(t)1 , z
(t)
2

)
,

between Game2 and Game3 equal.
We consider the case where

(
z(t)1,1, z

(t)
1,2

)
<

(
R≤βzq

)
in

Game2 and b = 1 in Game3, namely C restarts the proto-
col. In this case, the conversation between C and F con-
sists of

(
h(t)1 , u

(t)
1

)
from the beginning of Sign phase to the

time C restarts the protocol. Consider the distributions of(
h(t)1 , u

(t)
1

)
in both games. h(t)1 is chosen uniformly at random

from Rq in H0 phase in both games, thus the distributions
of h(t)1 in both games are identical. In Game2, u(t)1 is com-
puted as u(t)1 = pp · y (t)1,1 + y (t)1,2 with y (t)1,1, y

(t)
1,2 ∈U R≤βyq ,
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whereas u(t)1 ∈U Rq in Game3. Then the difference between
the distributions of u(t)1 is bounded by εReRLWE which is in-
duced from the

(
βs, βc, βy, βz,TReRLWE, εReRLWE

)
-Re-Ring-

LWE assumption. Since F makes at mostQs queries in Sign
phase and C restarts the protocol at most Eγ,n times for each
query, the total difference is bounded by QsEγ,nεReRLWE.

Thus, we can evaluate Pr[Win3] as

Pr[Win3] ≥ Pr[Win2] −QsEγ,nεReRLWE.

�

(5) Game4

Game4 is identical to Game3 except that Setup phase is
changed as follows: C sends (pp,pk∗) to F as the target
public key, where pp ∈U R×q and pk∗ ∈U Rq .

Lemma 7.

|Pr[Win4] − Pr[Win3]| ≤ εRLWE. (12)

Proof. The difference betweenGame4 andGame3 is theway
of generating the target public key pk∗. Thus the statement
follows by definition of AdvRLWE

A,βs
. �

(6) F ’s winning probability in Game4

We evaluate the probability that F wins in Game4. We
denote by (PK∗, µ∗, σ∗) =

(
PK∗, µ∗,

(
u∗, z∗1, z

∗
2
) )

the output

of F in Challenge phase, where PK∗ =
{
pk∗j

}N
j=1

, c∗j =
H1(pk∗j, u

∗,PK∗, µ∗) ( j ∈ [1,N]). For PK∗, let J∗ be the set
of all the indexies j such that pk∗j = pk∗.

This probability can be shown by using the notion of
an α-partial modular ratio [17]. Let α be a rational number
such that 0 < α < 1, the denominator of α is a small
power of 2 and αn is an integer. For d = αn, t ∈ Rq is
an α-partial modular ratio with respect to pp if there exist
elements c, c ′ ∈ R≤βcq , z1, z̃1, z2, z̃2 ∈ RNβz

q and a degree
d-divisor P ∈ Zq[X] of Xn + 1 such that

• c − c ′ is invertible modulo P; and

• t ≡
pp(z1 − z̃1) + (z2 − z̃2)

c − c ′
(mod P).

We introduce the following lemma.

Lemma 8 (Lemma 2 [17]). Let t ∈U Rq . We have

Pr[t is an α-partial modular ratio]

≤

(
n
d

) (
(4Nβz + 1)2n(2βc + 1)n

qs

)
≤

(
n
d

) (
33n4(γβsN)2 log3 n

qα

)n
.

Namely, this probability is negligible if q � (γβsN)2/α ·
n4/α+η for some η > 0.

We now estimate that for u∗, there are few fractions
of c ∈ R≤βcq that satisfies the verification formula i.e. the
condition 3-b of Challenge phase. Assume that there are
two hash values c∗, c̃∗ ∈ R≤βcq satisfying the verification
formula. By letting m be the cardinality of J∗, we have

pp · z∗1 + z∗2 = u∗ +
N∑
j=1

pk∗j c
∗
j

= u∗ + m · pk∗c∗ +
∑

j∈[1,N ]\J∗
pk∗j c

∗
j ,

pp · z̃∗1 + z̃∗2 = u∗ +
N∑
j=1

pk∗j c
∗
j

= u∗ + m · pk∗ c̃∗ +
∑

j∈[1,N ]\J∗
pk∗j c

∗
j ,

for some
(
z∗1, z

∗
2
)
,
(
z̃∗1, z̃

∗
2
)
∈

(
R≤Nβzq

)2
.

Let t∗ = m · pk∗. By these equations, we have

pp ·
(
z∗1 − z̃∗1

)
+

(
z∗2 − z̃∗2

)
= t∗(c∗ − c̃∗).

The winning condition pk∗ ∈ PK implies that 1 ≤ m ≤
N . Then, m is a unit of Zq , since q is prime and N is smaller
than q. We have that t∗ is uniformly distributed over Rq .
This is because the map t ∈ Rq to m · t ∈ Rq is bijective,
and pk∗ is chosen uniformly at random over Rq in this game.
It follows from Lemma 8 that t∗ is α-partial ratio with the
negligible probability. Therefore, we now assume that t∗ is
not α-partial ratio. As discussed in the proof of Lossiness
of Theorem 4 in [17], c∗ ≡ c̃∗ (mod P̃) for some degree
(n − d) divisor P̃ of Xn + 1, and then the total fraction of
elements c ′ ∈ R≤βcq satisfying the verification formula is
bounded by(

n
n − d

) (
1

2 log n

)n−d
�

(
1

2αα(1 − α)1−α log1−α n

)n
.

Now, the element c∗ is chosen by C in H1 phase and is
uniformly distributed over R≤cq . This means that for F ,
the probability of the appearance of c∗ which satisfies the
verification formula in this case is negligible. Thus, we can
evaluate Pr[Win4] as

Pr[Win4] ≤ εGame4 (13)

for some negligible function εGame4 .
Putting together, we have

ε ≤ εRLWE +

(
Q0 +QsNEγ,n

)2

2`H
+QsEγ,nεReRLWE

+
QsEγ,n

(
QsEγ,n +Q1 + 1

)
(2(γn − 1)nβs log n + 1)n

+
1

2`H
+ εGame4 .

�

5. Concluding Remarks

We have constructed a tighter security reduction for a lattice-
based multisignature scheme in PPK model and ROM. Our
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strategy is combining themultisignature scheme by [12] with
the lattice-based signature scheme by [17]. The resulting
multisigature scheme has achieved the tightness concerning
the Ring-LWE assumption. Our result shows that proof
techniques for standard signature schemes are applicable to
multisignature schemes.

However, our security proof requires an additional as-
sumption, the Re-Ring-LWE assumption, to address the
problem concerning the repetition of the signing protocol.
The Re-Ring-LWE assumption is a generalization of the Re-
DCK assumption defined in [20], and thus one of the open
questions is to elucidate the reasonability of this assumption
with the Re-DCK assumption. Concerning this problem, the
implication of the Ring-LWE assumption to the Re-Ring-
LWE assumption is also an interesting problem.

The complete tight reduction for lattice-based multisig-
nature scheme is another important open question. We do
not give a complete tight reduction in this paper because
the security loss concerning the Re-Ring-LWE assumption
arises, whereas such a loss concerning the Ring-LWE as-
sumption no longer appears. To resolve this question, we
have two approaches. The first one is to reduce the security
loss concerning the Re-Ring-LWE assumption as in the case
of the Ring-LWE assumption. The second one is to enhance
the parameters or the construction so that the repetition in
the signing protocol no longer happens. Since these two
approaches are independent, we will take both of them in the
future.
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