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SUMMARY In this paper, we improve upon the automatic building
extraction method, which uses a variational inference Gaussian mixture
model for performing color clustering, by accelerating its computational
speed. The improved method decreases the computational time using an
image with reduced resolution upon applying color clustering. According
to our experiment, in which we used 106 scenery images, the improved
method could extract buildings at a rate 86.54% faster than that of the
conventional methods. Furthermore, the improved method significantly
increased the extraction accuracy by 1.8% or more by preventing over-
clustering using the reduced image, which also had a reduced number of
the colors.
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1. Introduction

In recent years, the growing usage of smartphones has en-
abled us to easily measure the current position of a user via
global navigation satellite systems (GNSSs). However, in
urban areas with many buildings, the performance of GNSS
decreases because of the reflection of the satellite signal.

Therefore, to improve the measurement performance
of the smartphone in urban areas, position measurement
based on the recognition of buildings from scenery images,
whose main subjects are buildings, is investigated. To in-
crease the building-recognition accuracy, the regions con-
taining the buildings are extracted from the entire image as a
pre-processing step [1]. Therefore, fast and accurate build-
ing extraction from scenery images must be performed on
the smartphone.

Although deep-learning-based segmentation may ex-
tract buildings accurately, it requires a sufficient amount
of annotated training data. To decrease the introduction
cost, we focus on methods that do not require annotated
training data. In [2], a building extraction was proposed
by using an adaptive thresholding method (hereafter called
thresholding-based method). However, in [3], building
extraction using a variational inference Gaussian mixture
model (VBGMM) for a color clustering (hereafter called
clustering-based method) was proposed. In [3], it was re-
ported that the clustering-based method increased the ex-
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traction accuracy by more than 6% compared with both the
thresholding-based method and deep-learning-based seg-
mentation trained using 367 scenery images.

The building extraction has not been implemented on
the smartphone in the literature. Furthemore, the computa-
tional time of the clustering-based method was not evaluated
in the aforementioned studies. To assess the applicability of
the building extraction in terms of the computational time,
we first implement the building extraction on a PC, which is
faster than the smartphone.

We observed that the clustering-based method can be
improved by decreasing its computational time. Therefore,
in this study, we improve the clustering-based method in
terms of its computational time, without compromising with
the extraction accuracy.

The target computational time of the building extrac-
tion is set to less than 10 s because the accurate position can
be measured during that time in [4]. Although the position
measurement is not implemented in this paper, the build-
ing extraction, which is employed for the pre-processing of
the measurement based on scenery images, should be con-
ducted for less than 10 s at least to achieve a fast and accu-
rate camera-based positioning system.

2. Related Work

In this section, we review the thresholding-based method [2]
and clustering-based method [3]. The thresholding-based
method uses GrowCut [5] initialized by seeds based on a
binary image via adaptive thresholding. In [2], it was re-
ported that compared with the method developed in [1], it
increased the extraction accuracy by more than 11%. How-
ever, the clustering-based method, whose flowchart is pre-
sented in Fig. 1, uses GrabCut [6] initialized by seeds based
on an analysis of the color cluster generated by VBGMM.
In [3], it was reported that compared with the thresholding-
based method, it increased the extraction accuracy by more
than 12%, via an experiment using 106 scenery images, as
depicted in Fig. 2. The structures of the both the methods are
similar, as both of them have two processes, namely, initial
seed generation and segmentation (GrowCut or GrabCut).

Our experiment, whose details are presented in Sect. 4,
showed that the clustering-based method cannot decrease
the computational time compared with the thresholding-
based method. This is caused by the color clustering (see
Fig. 1) which accounts for more than 98% of the total com-
putational time. In order to develop the fast and accurate
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Fig. 1 Flowchart of clustering-based and improved methods.

Fig. 2 Examples of scenery images.

building extraction, the color clustering should be acceler-
ated without sacrificing the extraction accuracy.

3. Improved Method

This section provides an overview of the improved method,
whose flowchart is illustrated in Fig. 1. Compared with the
clustering-based method, the improved method more effec-
tively lowers the computational time of color clustering.

3.1 Color Clustering

Color clustering is applied to the RGB color vector of the
input scenery image using VBGMM. To accelerate color
clustering, the centers of the cluster, i.e., centroids, are ob-
tained from the image with reduced resolution at a specific
rate [hereafter called reduction rate (r)]. Subsequently, each
pixel of the original input image is assigned to the nearest
cluster. Figure 3(a) depicts the result of applying the color
clustering to the left image in Fig. 2, wherein different colors
represent different clusters.

3.2 Analysis of Color Cluster

The improved method assumes that the building usually re-
mains at the center of the scenery image, while the back-
ground, at the top and bottom. To select the background can-
didate, the color clusters are analyzed and those that usually
appear at the top or bottom of an image are identified [3].

The analysis employs N rectangles Rn, which move
from the upper region to the image center, with constant
width shifts (Fig. 4). The y-coordinate of the top of rect-
angle Rn is denoted as yn. Moreover, the analysis employed
the content ratio ( f ci

n ), which is defined as the ratio of the
number of pixels in the cluster ci and the total number of
pixels in the rectangle Rn, as in the following equation.

f ci
n =

∑W−1
x=0
∑y+H−1
y=yn δ(ci, px,y)
W · H

, (1)

Fig. 3 Process of the improved method.

Fig. 4 Analysis of color cluster.

wherein δ and px,y denote the Kronecker delta and the clus-
ter index at pixel position (x, y), respectively. Moreover, W
and H denote the width and height of rectangle Rn, respec-
tively. The content ratio of the cluster including the back-
ground at the top or bottom, similar to the cluster in green in
Fig. 4, tends to decrease with an increase in n, as the build-
ing is at the image center. On the basis of this tendency, the
clusters are analyzed to identify those include backgrounds.

The principal procedure employed in the color cluster
analysis is explained below. The background candidate is
selected from the upper half of the scenery image. For each
color cluster ci, the pixels belonging to the cluster located at
y ≤ yn′ are designated as the background candidates, if the
content ratio f ci

n does not increase for 0 ≤ n ≤ n′. The back-
ground candidate is also selected from the lower half of the
image, by applying the same step to the vertically-flipped
image. The black regions in Fig. 3(b) depict the background
candidates obtained by analyzing Fig. 3(a).

The initial seeds for initializing GrabCut are generated
using the background candidates. The regions of the back-
ground candidates are eroded iteratively, for a specific num-
ber of times, to prevent misdeterminating the building as
background by GrabCut. The eroded regions are specified
as the initial seed of the background and the remaining re-
gions as that of the building. The pink and green pixels in
Fig. 3(c) depict the initial seeds of the background and build-
ing, respectively.

3.3 GrabCut

GrabCut [6] is based on the graph theory. Each pixel and
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color distribution of the building and background regions
are designated as graph nodes. The local and global simi-
larities are designated as the edge weights. The local and
global similarities are based on the color distance between
two adjacent pixels and on the probability that the pixels
belong to either the building or the foreground region, re-
spectively. GrabCut iteratively revises both the regions, by
increasing the local and global similarities of each region.

The clustering-based and the thresholding-based meth-
ods employ GrabCut [6] and GrowCut [5], respectively. The
improved method employs GrabCut for the image segmen-
tation, as GrabCut operates 5 to 29 times faster than Grow-
Cut, without compromising on the extraction accuracy [7].

The principal procedure employed in GrabCut is ex-
plained here. The initial seeds obtained from the pre-
vious subsection are used for the initialization of Grab-
Cut. GrabCut revises both the regions. Figure 3(d) depicts
the extracted building by applying GrabCut initialized by
Fig. 3(c).

4. Experiment

4.1 Experimental Conditions

The performance of the improved method was evaluated in
terms of computational time and extraction accuracy using
106 scenery images included in ZuBuD [8]. Three param-
eters, namely, the positive predictive value (PPV), negative
predictive value (NPV), and accuracy (ACC), were used as
the metrics of extraction accuracy. Notably, PPV and NPV
measure the correct ratio of determining building and back-
ground, respectively. In addition, ACC, which measures the
correct ratio of determining both building and background,
is a comprehensive extraction-accuracy metric. Both the
thresholding-based method and clustering-based method are
used for conventional methods. The initial seed generation
achieved using all the methods, respectively, was coded us-
ing Python libraries, namely, Opencv, Numpy, and Scipy.
The segmentation (GrowCut and GrabCut) was coded us-
ing C++. The computational time was measured using a PC
with the following specifications: Intel Core i5-4460 CPU
and 16-GB RAM.

4.2 Experimental Results

Table 1 summarizes the experimental results, where “TB”
and “CB” denote the thresholding-based method [2] and
clustering-based method [3], respectively. In addition, “RR”
denotes the reduction rate r, as discussed in Sect. 3.2; “ISG”
and “SEG” denote the computational time of the initial seed
generation and segmentation, respectively, as discussed in
Sect. 2

As shown in Table 1, the highest ACC was achieved
using the improved method at r = 20. However, the total
computational time cannot always decrease because of the
significant computational time of segmentation at r > 20.
Therefore, we determined that the better parameter was r =

Table 1 Performance summary of each method.

(a) Extraction accuracy
Method TB CB Improved method

RR – – 5 10 20 30
PPV [%] 74.0 84.9 85.6 86.1 86.1 87.3
NPV [%] 54.0 77.8 78.6 79.2 81.2 76.9
ACC [%] 70.5 83.1 83.8 84.3 84.9 84.4

(b) Computational time
Method TB CB Improved method

RR – – 5 10 20 30
ISG [s] 70.06 2.66 2.38 1.03 0.72 0.63
SEG [s] 3.46 24.55 3.17 3.00 2.94 3.11
Total [s] 73.52 27.21 5.55 4.03 3.66 3.74

20.
The clustering-based method could not demon-

strate its superior computational time compared with the
thresholding-based method. However, compared with the
conventional methods, the improved method was found to
achieve fast and accurate building extraction.

Compared with the conventional methods, the im-
proved method decreased the computational time by 86.54%
or more and increased ACC by 1.8% or more. The paired
t-test and Wilcox signed-rank test (at 5% significance level)
demonstrated a significant difference in ACC. Moreover, the
experimental results demonstrated that only the improved
method completed within the target computational time of
10 s. The computational time of the improved method might
be further decreased by optimizing the implementation. The
applicability of the improved method was confirmed on the
PC in terms of the computational time. Therefore, for the
future development, the building extraction should be im-
plemented on a smartphone for faster and accurate camera-
based measurements.

5. Discussion

5.1 Effectiveness of the Improved Method

This subsection presents a comparison of the clustering-
based and improved methods and discusses the effectiveness
of the improved method in terms of the extraction accuracy.

Figure 5 compares the images obtained from the pro-
cesses upon application of the clustering-based method and
improved method to the right image in Fig. 2. In addition,
Fig. 5(a), (b), and (c) corresponds to Fig. 3(a), (b), (d), re-
spectively. While the improved method can accurately per-
form building extraction, the clustering-based method suf-
fered from a high rate of misdetermination of the back-
ground as a building at the top of the image. Because this
tendency occured widely, the underlying reason is discussed
here as follows.

Because the sky was unnecessarily divided into two
clusters (hereafter called over-clustering) when using the
clustering-based method, as depicted in the upper image in
Fig. 5(a), the content ratio f ci

n of the brown cluster increased
with the increase of n. Hence, the brown cluster was not
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Fig. 5 Building-extraction performance (upper: clustering-based method,
lower: improved method).

Fig. 6 Example of misdetermination.

specified as the background candidate, as depicted in the
upper image in Fig. 5(b). Therefore, the clustering-based
method misdetermined the sky as the building.

However, the improved method solved the over-
clustering problem, as the sky was included in a single
cluster (green cluster), as depicted in the lower image in
Fig. 5(a). This is because the number of the color clusters
provided by VBGMM decreased upon using the reduced im-
age whose number of colors also reduced accordingly. Be-
cause the content ratio of the green cluster did not increase
until rectangle Rn reached the border between the sky and
building, as assumed in Sect. 3.2, almost all the part of the
sky was included in the background candidate, as depicted
in the lower image in Fig. 5(b). Therefore, the improved
method can correctly determine the sky as the background.

This enhancement in the extraction accuracy upon
solving the over-cluster problem using the improved method
can be widely confirmed via other examples.

Table 2 presents the accuracy of the background can-
didate identification, similar to Table 1(a). The improved
method appeared to have increased the initial seed ACC by
3.7% at r = 20 with increasing both PPV and NPV. This
finding provided further evidence that the improved method
exhibited enhanced extraction accuracy than the clustering-
based method at Table 1(a).

5.2 Future Work

This subsection discusses potential and actual limitations of
the improved method to enhance its extraction accuracy.

As the improved method was predisposed to decrease
the number of the color clusters in Sect. 5.1, it might as-
sign similarly-colored background and building to the same

Table 2 Accuracy of background candidate.

Method CB Improved method
RR – 5 10 20 30

PPV [%] 82.8 83.9 84.6 86.1 85.1
NPV [%] 64.2 64.3 63.2 69.0 67.0
ACC [%] 78.0 78.7 78.4 81.7 80.8

cluster. However, the misassignment was not observed in
our experiments.

The clustering-based and improved methods misdeter-
mined the building as the background as shown in Fig. 6(b)
because Fig. 6(a) has a building region at the bottom of the
image, which is beyond the assumption of the clustering
based and improved methods. This misdetermination should
be solved by improving the initial seed generation.

6. Conclusion

To achieve faster building extraction, an improved method,
which uses a reduced image to obtain the center of the clus-
ters, was proposed. The computational time of the improved
method was 86.54% shorter than that of the clustering-based
method, which is the basis for the improved method. The
improved method completed in 3.66 s, which was shorter
than the target computational time. Furthermore, it signif-
icantly increased the extraction accuracy by 1.8%. This
enhancement was provided by the fact that the improved
method increased the accuracy of the background candidate
by 3.7%. Our analysis shows that improvement in the ex-
traction accuracy is attributed to the fact that the method
tends to prevent over-clustering.
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