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PAPER
Machine-Learning Approach for Solving Inverse Problems in
Magnetic-Field-Based Positioning

Ai-ichiro SASAKI†a), Member and Ken FUKUSHIMA††, Nonmember

SUMMARY Magnetic fields are often utilized for position sensing of
mobile devices. In typical sensing systems, multiple sensors are used to de-
tect magnetic fields generated by target devices. To determine the positions
of the devices, magnetic-field data detected by the sensors must be con-
verted to device-position data. The data conversion is not trivial because
it is a nonlinear inverse problem. In this study, we propose a machine-
learning approach suitable for data conversion required in the magnetic-
field-based position sensing of target devices. In our approach, two differ-
ent sets of training data are used. One of the training datasets is composed
of raw data of magnetic fields to be detected by sensors. The other set is
composed of logarithmically represented data of the fields. We can obtain
two different predictor functions by learning with these training datasets.
Results show that the prediction accuracy of the target position improves
when the two different predictor functions are used. Based on our simula-
tion, the error of the target position estimated with the predictor functions
is within 10 cm in a 2 m × 2 m × 2 m cubic space for 87% of all the cases of
the target device states. The computational time required for predicting the
positions of the target device is 4 ms. As the prediction method is accurate
and rapid, it can be utilized for the real-time tracking of moving objects and
people.
key words: inverse problems, machine learning, magnetic fields, nearest
neighbor searches, optimization

1. Introduction

The importance of position sensing technologies will in-
crease in the Internet of Things era. Therefore, position
sensing technologies are currently being investigated by
many researchers using various approaches [1]–[5].

Position sensing technologies can be categorized into
two main streams. The first mainstream is technologies us-
ing electromagnetic waves [3]–[5]. Position sensing sys-
tems that use electromagnetic waves are suitable for cov-
ering wide areas. However, it is difficult to establish ac-
curate position sensing systems with electromagnetic waves
because they are easily reflected by obstacles, walls, and hu-
man bodies [1]. As it is difficult to completely predict the
behaviors of the reflected waves, the prediction accuracy of
target positions is inevitably degraded.

The other main stream is position sensing technolo-
gies with magnetic fields, which are further divided into
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two approaches. One of the approaches utilizes geomag-
netic fields, which are static fields [1], [2]. This type of
systems usually adopt fingerprinting techniques and they are
suitable for covering relatively large areas. In these systems,
geomagnetic-field patterns are used as the fingerprint of the
area where the position sensing systems are to be located.
A main limitation of the geomagnetic-field approach is that
the field patterns must be measured beforehand for obtain-
ing the fingerprint. The high-resolution field patterns are
required for accurate position sensing. However, it is a quite
cumbersome task to measure the field patterns.

The other approach is based on artificially generated
magnetic fields, which are usually low-frequency (LF) mag-
netic fields [5]–[24]. In this paper, we treat this type of po-
sition sensing systems. From a viewpoint of position sens-
ing accuracy in non-line-of-sight (NLOS) environments, the
approach with artificially generated magnetic fields is con-
sidered to be best [2]. Furthermore, the cumbersome task
for obtaining the fingerprint is not required with this ap-
proach. Although the artificially generated magnetic fields
cannot cover wide areas, they offer accurate position sensing
of devices existing in a relatively small area. This is because
the interaction between magnetic fields and objects is gener-
ally significantly weaker than that between electromagnetic
waves and objects. Consequently, magnetic-field patterns
are minimally affected by surrounding objects and obstacles.
Technologies for extending the cover area of magnetic-field-
based sensing systems has been investigated [25], [26]. It
is also valid for extending the cover area to combine elec-
tromagnetic waves with the magnetic-field-based approach
[3], [4].

In typical position sensing systems, magnetic fields
generated from a target device are detected by multiple sen-
sors that are located at different positions inside a target
area. Since our purpose is sensing positions of the device,
the magnetic-field data detected by the sensors must be pro-
cessed for obtaining the position data of the target device.
The conversion from sensor data to position data is not triv-
ial because it is a nonlinear inverse problem. The subject
treated in this paper is to improve the method for solving the
inverse problem. Several approaches have been proposed to
solve the inverse problem.

One of them involves the direct calculation of posi-
tion data from sensor data using closed-form formulae [8]–
[10]. An advantage of the closed-form approach is the speed
of data conversion. This approach enables the real-time
tracking of moving objects. However, closed-form formu-
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lae are obtained only for specific sensor configurations such
as numbers, positions, and angles of sensor coils. Therefore,
this approach is applicable only to systems of specific sen-
sor configurations. This prevents us from designing position
sensing systems flexibly.

The second approach is to solve an optimization prob-
lem that is reduced from the inverse problem. The position
of target devices can be predicted from the sensor data by
minimizing objective functions [11]–[13]. As the optimiza-
tion approach is applicable to any sensor configurations, it
is superior to the closed-form approach in terms of flexibil-
ity in system design. However, the optimization approach
requires a relatively longer computational time for solving
optimization problems, which may complicate certain appli-
cations such as the real-time tracking of moving devices.
Furthermore, it is often difficult for beginners to obtain ap-
propriate solutions because the optimization approach re-
quires certain skill. We often obtain inappropriate solutions
caused by the problem of local minima.

It is now common knowledge that machine learning
is effective in various fields [27]–[30]. It was also applied
to position sensing technologies that utilize electromagnetic
waves [31]–[35] and geomagnetic fields [36]–[42]. Since
various software tools for machine learning appear recent
years, even beginners can effectively apply machine learn-
ing for their own purposes. However, there had not been any
attempts to apply machine learning for position sensing that
uses artificially generated magnetic fields.

Recently, we first proposed a machine-learning method
applicable to position sensing with artificially generated
magnetic fields [43]. It was demonstrated that the position
of mobile devices can be predicted more accurately within
a shorter computational time through machine learning in
comparison with the conventional optimization approach.
Furthermore, the machine-learning approach is also appli-
cable to any sensor configurations. Therefore, the approach
offers considerable flexibility in system design. The only
weakness of our machine-learning approach is that the pre-
diction accuracy is degraded when the target device exists in
the vicinity of one of the sensors [43].

In this study, we propose methods to overcome the
weakness of the machine-learning approach. In Sect. 2, we
briefly review the basic concepts of position prediction with
machine learning [43]. Our original proposals and results
are described in Sects. 3, 4, and 5. In Sect. 3, a new method
to create training data is explained. A primary aspect of the
method is to logarithmically represent magnetic-field data
that are used as training data. In Sect. 4, we demonstrate
that the prediction accuracy in the vicinity of the sensors
improves after learning with the proposed training data. In
Sect. 5, a method for further improving the prediction ac-
curacy is detailed. The central concept of the method is
learning with both the conventional training data and log-
arithmically represented training data. Section 6 gives con-
clusion. With our new method, the degradation of the pre-
diction accuracy observed in our previous machine-learning
approach [43] can be resolved without significantly increas-

ing computational time. Our proposed method may be valid
for high-precision real-time tracking of moving objects.

2. Basics of Position Sensing with Machine Learning

In this section, we briefly review the basic theory of position
sensing with machine learning [43].

Conceptual images of a position sensing system are
shown in Figs. 1 and 2. A target device equipped with a
transmitter (TX) can freely move inside the cubic space.
Magnetic fields are generated from the coil attached to the
TX. Magnetic-field sensors (S1–S4) are placed at four cor-
ners of a room. The sensors can detect all components of
magnetic-field vectors Bx, By, and Bz. Our purpose is to
predict the position of the TX from the magnetic-field data
detected by the sensors.

Evidently, the magnetic fields detected by the sensors
depend on the position and direction of the TX coil. In equa-
tion form, the magnetic-field components detected by the
k-th sensor (k = 1, 2, 3, 4) are expressed as

Fig. 1 Top view of a room equipped with four sensors (S1–S4) at the
corners. The sensors detect magnetic fields generated by a TX, which is a
target device.

Fig. 2 Concept of the conditions for our simulation. A TX can move
freely within a 2 m × 2 m × 2 m cubic space. Four sensors (S1, S2, S3, and
S4) fixed at each corner of the x-y plane detect magnetic-field vectors gen-
erated by the TX. Based on the detected data, the TX position is predicted.
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B(k)

x
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where
(
x(t), y(t), z(t)

)
and

(
θ(t), ϕ(t)

)
represent the positions

and angles of the TX, respectively [43]. Hereinafter,(
x(t), y(t), z(t), θ(t), ϕ(t)

)
is referred to as “TX-state parameters”

because they represent the physical state of the TX.
The magnetic fields generated at an arbitrary point

(x, y, z) by a TX coil located at a coordinate origin can be
written as [43]
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where µ0 and m are the vacuum permeability and dipole mo-
ment associated with the TX-coil and current, respectively.
It is noteworthy that the magnetic-field components detected
by the k-th sensor can be expressed in terms of the left-hand
side of (2)

B(k) =
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)
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where (x(k), y(k), z(k)) denotes the position of the k-th sensor.
Finally, by substituting (2) into (3), we can obtain closed-
form expressions to calculate the magnetic-field compo-
nents detected by the sensors for the TX under arbitrary
states. Because the closed-form expression is complicated,
we omit them herein.

The field components detected by the sensors can be
calculated easily using the closed-form expressions. This
is a simple forward problem. However, what we must do
is to calculate the TX-state parameters

(
x(t), y(t), z(t), θ(t), ϕ(t)

)
from the sensor data B(k). As it is a nonlinear inverse prob-
lem, it is difficult to directly calculate the TX-state parame-
ters.

One of the promising methods to solve the inverse
problem is machine learning. Our purpose is to obtain the
predictor function P which can predict the TX position from
the sensor data B(k). In equation form, the role of the predic-
tor function is written as

x(p) = P
(
B(1),B(2),B(3),B(4)

)
, (4)

where x(p) is the predicted TX-position vector. The super-
script (p) means that x(p) is a predicted quantity. There-
fore, x(p) is considered an approximation of the actual TX-
position vector x(t). In component representation, (4) can be
written as
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An advantage of using machine learning is that the pre-
dictor function can be generated from the training data. In
this case, the training sample can be written as(

B(1),B(2),B(3),B(4)
)
7−→ x(t), (6)

where the left- and right-hand sides are the input and desired
output of the predictor function, respectively. Fairly reli-
able predictor functions can be generated by learning with
sufficient numbers of training samples, which can be calcu-
lated easily using (2) and (3) for various TX-state parame-
ters. This calculation is a simple forward problem. Unlike
several applications of machine learning, training samples
from the real world need not be gathered. In this sense, it
is reasonable to apply machine learning to position sensing
based on artificially-generated magnetic fields.

Because B(k) is a function of the TX-state parameters,
the predictor function can be regarded also as a function of
those parameters. Therefore, we introduce a new predictor
function P̃ as

x(p) = P
(
B(1)

(
x(t), θ(t), ϕ(t)

)
, · · · ,B(4)

(
x(t), θ(t), ϕ(t)

))
= P̃

(
x(t), θ(t), ϕ(t)

)
. (7)

The accuracy of the predictor function can be evaluated by
the distance between x(t) and x(p). Subsequently, we intro-
duce the error-distance function (EDF) as follows:

d
(
x(t), θ(t), ϕ(t)

)
,

∥∥∥∥x(t) − P̃
(
x(t), θ(t), ϕ(t)

)∥∥∥∥ . (8)

The aforementioned EDF represents the prediction errors.
Therefore, the values of d decrease with improvements in
the predictor functions.

3. Logarithmic Representation of Training Data

In this section, we discuss the procedure to obtain training
data that are more suitable for magnetic-field-based position
sensing.

When θ(t) = 0, (2) can be simply written in the spheri-
cal coordinates as follows:
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Br(r, θ, ϕ)
Bθ(r, θ, ϕ)
Bϕ(r, θ, ϕ)

 =
µ0

4π
m
r3

2 cos θ
sin θ

0

 . (9)

Note that θ and ϕ are not TX angles but parameters of the
spherical coordinate. Equation (9) shows that the amplitude
of the detected signals is inversely proportional to the cube
of r, which is the distance between the TX and the sensors.
By considering that the amplitude of the electromagnetic
waves is inversely proportional to r, it can be understood that
the spatial-attenuation ratio of the magnetic fields is much
sharper than that of the electromagnetic waves. Therefore,
when the TX moves around the neighborhood of one of the
sensors, the signal level detected by the sensor becomes sig-
nificantly large and the level varies considerably. However,
when the distances between the TX and sensors increase,
the signal levels and their variations become substantially
small. It is assumed that the difference in the behavior of
the signal levels will affect smooth learning processes and
degrade the prediction accuracy.

A feasible method to resolve the problem is to logarith-
mically represent magnetic-field levels in the training data.
This is equivalent to expressing the signal levels in decibels.
The differences in the signal behaviors mentioned above can
be reduced by using the logarithmic representation. We de-
note the logarithmically represented field levels as follows:

B̄(k)
i , log

∣∣∣B(k)
i

∣∣∣ , (10)

where i can be x, y, or z. To demonstrate the effectiveness of
using the logarithmic representation, B and B̄ are plotted as
a function of r in Figs. 3(a) and (b), respectively. It is con-
firmed that the extreme behavior of the signal level shown
in Fig. 3(a) is reduced in Fig. 3(b).

Based on (10), a disadvantage of the logarithmic repre-
sentation is that the positive/negative information of the field
is inevitably lost. To compensate for the lost information,
we introduce the sign parameters of the magnetic fields, as
shown below:

S (k)
i , sign

(
B(k)

i

)
. (11)

In the conventional method, training samples are expressed
as in (6), which can be written in the component notation as
follows:(
B(1)

x , B(1)
y , B

(1)
z , · · · , B(4)

x , B(4)
y , B

(4)
z

)
7−→

(
x(t), y(t), z(t)

)
. (12)

It is noteworthy that the numbers of the input and desired
output parameters are 12 and 3, respectively. We name the
representation of (12) for a training sample as a “linear rep-
resentation.” A straightforward method to write training
samples in the logarithmic representation is as follows:(

B̄(1)
x , · · · , B̄(4)

z ; S (1)
x , · · · , S (4)

z

)
7−→

(
x(t), y(t), z(t)

)
. (13)

It is noteworthy that the numbers of input parameters are
increased to 24. We name the abovementioned representa-
tion of a training sample as “naı̈ve-log representation.” It

Fig. 3 Relation between magnetic-field levels and distances. (a) Linear
representation. (b) Logarithmic representation.

results in an increase in the time required for both learning
and prediction because of the increased numbers of the in-
put parameters. In particular, prediction is a severe problem
because it negates the advantage of using machine learning
in position sensing, i.e., the computational speed of predic-
tion. We denote the predictor function obtained from naı̈ve-
log representation by L. With this predictor function, x(p) is
written as

x(p) = L
(
B̄(1)

x , · · · , B̄(4)
z ; S (1)

x , · · · , S (4)
z

)
(14)

One of the key ideas for reducing the input parameters
is encoding the information of S (k)

i on B̄(k)
i . The simplest

method to achieve this is by multiplying B̄(k)
i with S (k)

i . In
equation form, the transformation of the magnetic-field lev-
els can be written as

B̌(k)
i , sign

(
B(k)

i

)
log

∣∣∣B(k)
i

∣∣∣ . (15)

An example of the relation between B(k)
i and B̌(k)

i is plotted in
Fig. 4(a). The possible maximum signal amplitude detected
by the sensors is denoted by |B|max and it is expressed as

|B|max , max
(all training data)

{∣∣∣B(k)
i

∣∣∣} . (16)
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Fig. 4 Relation between the true value of the received signal B(k)
i and

transformed values. (a) Relation between B(k)
i and B̌(k)

i , which is defined in
(15). In this case, one-to-one correspondence is not satisfied. (b) Relation
between B(k)

i and B̂(k)
i , which is defined in (17). In this case, one-to-one

correspondence is satisfied.

The dynamic range of the received signal level becomes
2|B|max by considering the positive/negative information of
the magnetic fields, as shown in Fig. 4(a). The magnetic-
field signals detected by the receivers are within the dynamic
range. In this case, the transformation B(k)

i 7−→ B̌(k)
i does not

satisfy a one-to-one correspondence. To use the transformed
data for the training samples, the transformation must satisfy
a one-to-one correspondence.

To avoid the difficulty, we introduce the normalized
signed-log (NSL) transformation, expressed as follows:

B̂(k)
i , sign

(
B(k)

i

)
log


∣∣∣B(k)

i

∣∣∣
|B|max

 . (17)

It is noteworthy that the argument of the logarithm is nor-
malized. In other words, the argument is restricted within

the following range:

0 <

∣∣∣B(k)
i

∣∣∣
|B|max

≤ 1. (18)

The relation between B(k)
i and B̂(k)

i is plotted in Fig. 4(b).
The transformation B(k)

i 7−→ B̂(k)
i holds a one-to-one corre-

spondence owing to the normalization. Moreover, the posi-
tive/negative information of B(k)

i is encoded on B̂(k)
i . There-

fore, with the NSL transformation provided in (17), the
number of input parameters in the training samples is main-
tained as 12, as shown below:(
B̂(1)

x , B̂(1)
y , B̂

(1)
z , · · · , B̂(4)

x , B̂(4)
y , B̂

(4)
z

)
7−→

(
x(t), y(t), z(t)

)
. (19)

We name this representation as “NSL representation.” Equa-
tions (4) and (7) are written as

x(p) = Q
(
B̂(1)

x , B̂(1)
y , B̂

(1)
z , · · · , B̂(4)

x , B̂(4)
y , B̂

(4)
z

)
= Q

(
B̂(1), B̂(2), B̂(3), B̂(4)

)
= Q

(
B̂(1)

(
x(t), θ(t), ϕ(t)

)
, · · · , B̂(4)

(
x(t), θ(t), ϕ(t)

))
= Q̃

(
x(t), θ(t), ϕ(t)

)
, (20)

where Q and Q̃ are predictor functions obtained with the
training data in NSL representation.

4. Performance Analysis of Machine Learning with
Various Training-Data Representations

We numerically investigated the effectiveness of using train-
ing data in logarithmic representations. The scenarios and
conditions for our simulations are illustrated in Figs. 2 and 5.
For our simulation, the dimensions of the target space were
set to 2 m × 2 m × 2 m. However, the dimensions were not
essential because the scaling law holds in magnetic-field-
based position sensing. Therefore, all results obtained for
the 2 m × 2 m × 2 m cubic space are theoretically applica-
ble to cubic spaces of arbitrary dimensions [43].

To obtain training samples such as those expressed in
(12), (13), and (19), we calculated B(k), i.e., the signal levels
detected by the k-th sensor, for a number of different TX-
state parameters

(
x(t), θ(t), ϕ(t)

)
. The TX positions used to

calculate the training samples are indicated as black dots in
Figs. 5(a) and (b), which show the x-y and x-z planes of the
2 m × 2 m × 2 m cubic space, respectively. The units for
the numerical values shown in Fig. 5 is meter. Therefore,
the distance between the two nearest dots is 10 cm (δx =

δy = δz = 0.1 m). In this case, the number of TX positions
for the training samples becomes 193 = 6, 859. Because
B(k) depends on the TX angles, the training samples must
be obtained for various different TX angles. Therefore, we
should calculate B(k) for a number of TX-angle sets

(
θ(t), ϕ(t)

)
for each TX position. In our calculation, δθ(t) = δϕ(t) =

11.25◦ was adopted. Therefore, the number of angle sets
was 482. Hence, the total number of TX states used for the
training data reached 6,859 × 482 = 3,306,038.
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Fig. 5 (a) x-y plane and (b) x-z plane sliced in the 2 m × 2 m × 2 m cubic
space. TX positions used for calculating training data are indicated with
black dots. The distance between the dots is 10 cm. TX positions used
for calculating EDF are indicated with crosses. The distance between the
crosses is 17 cm. The positions of the dots and crosses do not coincide
except for the coordinate origin.

We used Wolfram Mathematica 12 to execute machine
learning. Mathematica includes highly-automated functions
for machine learning. We used the “Predict” command to
generate the predictor functions P, L, and Q. The command
is suitable for regression analysis. These predictor functions
can be generated automatically using training samples. Ad-
ditionally, it is possible with Mathematica to select an appro-
priate machine-learning algorithm. Since “k-nearest neigh-
bor algorithm” was chosen in the previous study [43], we
selected the algorithm also in this study for demonstrating
superiority of our proposed method under conditions simi-
lar to [43]. The k-nearest neighbor algorithm is one of typ-
ical machine-learning algorithms [27], [44]. Furthermore,
the algorithm is often used in indoor positioning with radio

waves [5]. It is also suggested that, with the k-nearest neigh-
bor algorithm, fairly good prediction accuracy is obtainable
without spending vast amount of training time for magnetic-
field-based positioning [43]. In the k-nearest neighbor algo-
rithm of Mathematica, L2-norm is used as an error function.
It is generally required for executing the k-nearest neighbor
algorithm to specify the value of k. In this study, however,
we did not specify k because Mathematica can automatically
find appropriate k by using an original method. We used a
standard laptop equipped with Core i7-9750H and 16-GB
RAM for executing the machine learning.

The crosses shown in Figs. 5(a) and (b) denote the TX
positions used for evaluating the prediction accuracy of the
predictor functions generated by machine learning. To ver-
ify the generalization performance of machine learning, the
crosses were placed at positions different from those of the
dots, except for the coordinate origin.

To investigate the validity of using training data in
logarithmic representations, we numerically calculated the
EDF and plotted it for three TX conditions that were not
used for the training. The results are presented in Fig. 6.
The three images in the first column were obtained with the
training data in linear representation. In other words, they
were identical to the results obtained in [43]. As explained
in Sect. 2, it was confirmed that the prediction accuracy de-
teriorated in the vicinity of the sensors located at four cor-
ners. The three images in the second column were obtained
with training data in naı̈ve-log representation. As expected,
the prediction accuracy in the vicinity of the corners im-
proved. The three images in the third column were obtained
with training data in NSL representation. We confirmed that
these images were almost identical to those of the second
column. This means that the two different training datasets,
which are in naı̈ve-log and NSL representations, yielded al-
most identical learning results.

To quantitatively evaluate the prediction performances
obtained with the different representations of training data,
we analyzed the statistical distribution of the EDF values for
the TX positions marked with crosses in Fig. 5. The distance
between the two nearest crosses was 17 cm (∆x = ∆y =

∆z = 0.17 m). The angular variation of the TX was consid-
ered for each cross point (∆θ(t) = ∆ϕ(t) = 30◦). Hence, the
number of TX states used for the statistical analysis corre-
sponded to 82,522. It is noteworthy that the TX-state pa-
rameters

(
x(t), θ(t), ϕ(t)

)
used for calculating the training data

were not included in the 82,522 states for validation. There-
fore, we can evaluate the generalization performance of ma-
chine learning through a statistical analysis using the 82,522
states of the TX.

The statistical distributions of the EDF values are
shown in Fig. 7. It was confirmed that the prediction ac-
curacy improved by using training data in logarithmic rep-
resentations. Furthermore, we confirmed that the perfor-
mances obtained with naı̈ve-log and NSL representations
were almost identical.

Table 1 summarizes the performances of predictor
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Fig. 6 EDF patterns plotted in several cross sections parallel to the x-y plane. EDF values in the
vicinity of the corners are reduced when using predictor functions L and Q, which are generated from
logarithmically transformed training data. Furthermore, the EDF patterns obtained using L and Q are
almost identical.

functions obtained with the three different representations
of training data. Prob (d < 10 cm) means the probability
that d becomes less than 10 cm, which is shown in Fig. 7.
dav is the average EDF values calculated from the results
in Fig. 7. Tlearn and Tpred are computational times required
for learning and prediction, respectively. We can confirm
several important results from Table 1. First, the predic-
tion accuracy improved by using the logarithmically rep-
resented training data. Second, the two different logarith-
mic representations, i.e., the naı̈ve-log and NSL represen-

tations, indicated almost identical accuracies in prediction.
Third, Tpred reduced significantly with NSL representation
compared with the case involving the naı̈ve-log representa-
tion. Although Tlearn increased with the naı̈ve-log and NSL
representations, it barely affects practical applications. In
summary, the NSL representation can improve the predic-
tion accuracy without increasing Tpred significantly.
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Fig. 7 Statistical distributions of EDF values obtained with three differ-
ent representations of training data. Prediction accuracy improves with
naı̈ve-log and NSL representations. Performances obtained with naı̈ve-log
and NSL representations are almost identical.

Table 1 Performances of three different predictor functions.

5. Use of a Hybrid Predictor Function

As shown in Fig. 6, the prediction accuracy improved with
logarithmic representations, particularly in the vicinity of
the four corners. However, the accuracy obtained with
the logarithmic representations degraded under certain con-
ditions. For example, see EDF patterns in the first row
of Fig. 6. These patterns were obtained for the condition(
z(t), θ(t), ϕ(t)

)
= (68 cm, 60◦, 60◦). In this case, the predic-

tion accuracy around the center of the area decreased when
logarithmic representations were adopted. Therefore, the
logarithmic representations did not always perform well. In
other words, linear representations are often better when the
TX is around the center of the cubic space.

By considering these characteristics, it is natural to
come up with an idea that we should appropriately select
better predictor function between P and Q. However, the
key problem is the selection of better predictor function be-
tween P and Q based on the signals detected by the sen-
sors. A reasonable strategy is to select Q only when the TX
appears in the vicinity of one of the four sensors. When
the TX approaches the k-th sensor, the absolute value of the
magnetic field at k-th sensor position is inevitably increased.
Hence, we defined a hybrid predictor function H, expressed
as follows:

Fig. 8 EDF patterns obtained using (a) P and (b) Q, which are excerpts
of Fig. 6. Q shows a better performance outside the closed curve shown
as the dashed-yellow line. P shows a good performance inside the closed
curve. Therefore, Q need not be used inside the closed curve.

H ,

Q; if max
{∣∣∣B(1)

∣∣∣ , ∣∣∣B(2)
∣∣∣ , ∣∣∣B(3)

∣∣∣ , ∣∣∣B(4)
∣∣∣} > Bth

P; else
,

(21)

where Bth is threshold-signal amplitude determined in ad-
vance. By introducing the hybrid predictor function H and
substituting the appropriate value into Bth, Q is applied only
when the TX appears in the vicinity of one of the sensors.

To determine the appropriate value of Bth, we observe
the EDF patterns obtained using P and Q in Fig. 8. It is
clear that Q should be used when the TX appears outside
the closed curve shown as a dashed-yellow line. However,
Q need not be used when the TX appears inside the closed
curve. Therefore, a reasonably optimal Bth can be calculated
as follows:

Bopt
th = max

{∣∣∣∣B(1)
(
x(t)

cc , 0, 0
)∣∣∣∣ , · · · , ∣∣∣∣B(4)

(
x(t)

cc , 0, 0
)∣∣∣∣} ,

(22)

where x(t)
cc means an arbitrary TX position on the closed

curve. By considering the magnetic-field patterns described
in (2), Bopt

th can be written as follows:
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Fig. 9 EDF patterns plotted in several cross sections parallel to the x-y plane. The set of three images
in the first, second, and third columns are obtained with the predictor functions P, H, and Q, respectively.
Regarding four corners of the area, EDF patterns obtained with H is similar to that obtained with Q.
Regarding the area center, the EDF patterns obtained with H is similar to that obtained with P. It is
observed that the prediction accuracy improves when using the hybrid predictor function H.

Bopt
th = −Bz(1, 0, 0, 0, 0) =

µ0

4π
m
x3

∣∣∣∣∣
x=1

=
µ0m
4π

. (23)

Because the EDF patterns in Fig. 8 were obtained for a spe-
cific condition, i.e.,

(
z(t), θ(t), ϕ(t)

)
= (0 cm, 0◦, 0◦), the Bopt

th
obtained using the process above may not be the best value
for other conditions. However, the hybrid predictor function
H with the Bopt

th is expected to demonstrate a better perfor-
mance than the sole predictor function Q.

To demonstrate the effectiveness of H, we plotted EDF

patterns obtained using P, H, and Q as shown in Fig. 9. The
EDF patterns in the first and third columns were obtained
using P and Q, respectively. The second column shows the
EDF patterns obtained using H, which is the hybrid predic-
tor function. It was observed that H was relatively effective
because the EDF patterns obtained with H was better than
those obtained using P and Q. As expected, the center of the
area showed that the EDF patterns in the second column was
identical to those in the first column. Similarly, at the vicin-
ity of the four corners, the patterns of the second column
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Fig. 10 Statistical distributions of EDF values obtained with three dif-
ferent predictor functions, i.e., P, H, and Q, and with a conventional opti-
mization method. The best prediction accuracy is obtained using H, which
is a hybrid predictor function composed of P and Q.

Fig. 11 Relation between dav and the number of training samples for
three different predictor functions P, Q, and H. Since dav is monotonically
decreasing, the situation of overfitting has not yet been occurred.

were identical to those of the third column.
To quantitatively compare the performance of H with

those of P and Q, we again analyzed the statistical distribu-
tion of the EDF values. The condition of the analysis was
similar to that for Fig. 7. The results are shown in Fig. 10.
For comparison, a result obtained with the conventional op-
timization method is also added to Fig. 10. Details about the
conventional method are given in [43]. It was confirmed that
the best prediction accuracy was obtained using the hybrid
predictor function H.

Furthermore, we investigated relations between dav and
the number of training samples (Ntr) for the predictor func-
tions P, Q, and H. The calculated results are shown in
Fig. 11. It is observed that dav is monotonically decreasing.
All calculated results given in this paper (Figs. 6–10, and Ta-
bles 1 and 2) were obtained for Ntr = 3,306,038. This means
that a situation of overfitting has not yet been occurred in the
calculated results. Moreover, it is expected that the estima-

Table 2 Summary of performances obtained with all predictor functions
investigated in this study and with a conventional optimization method.

tion error is further reduced by increasing Ntr though larger
computational resources are required.

It was demonstrated that the estimation accuracy is im-
proved by using H, which is defined in (21). A key idea of
the hybrid predictor function is to appropriately select P or
Q. However, one may conceive a simpler method to gen-
erate a better predictor function. The method is to embed
both B(k)

i and B̂(k)
i in training samples. In equation form, the

training samples are written as(
B(1)

x , · · · , B(4)
z ; B̂(1)

x , · · · , B̂(4)
z

)
7−→

(
x(t), y(t), z(t)

)
. (24)

Let us call the abovementioned representation of a training
sample “combined representation.” The predictor function
C generated from the combined representation can be for-
mally written as

x(p) = C
(
B(1)

x , · · · , B(4)
z ; B̂(1)

x , · · · , B̂(4)
z

)
. (25)

It is expected that C shows equal or better prediction ac-
curacy in comparison with H. However, C has a serious
drawback that the number of input parameters is increased
from 12 to 24. This situation is similar to L, which is the
predictor function generated from naı̈ve-log representation
(13). As shown in Table 1, Tpred obtained with L becomes
much longer than others. This results from the fact that the
number of input parameters of L is increased from 12 to 24.
Therefore, we are concerned that Tpred becomes very long
also with C. To clarify the concern, we quantitatively inves-
tigated performances of C.

The performances obtained with all predictor functions
investigated in this study and with the conventional opti-
mization method [43] are summarized in Table 2. Regarding
the prediction accuracy, both C and H demonstrated bet-
ter performances than others and C is even superior to H
slightly. As we are concerned, however, Tpred obtained with
C becomes much longer than that of H. Therefore, from the
overall viewpoint, the best predictor function is considered
to be H.

Because H is composed of P and Q, the following re-
lation holds:

Tlearn(H) = Tlearn(P) + Tlearn(Q). (26)

Furthermore, H and Q indicated similar results for Tpred.
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This means that the computational time required to assess
between P and Q is negligible. It is again confirmed that the
prediction accuracy is improved by Q without introducing
high computational costs. The prediction accuracy can be
further improved by the hybrid use of P and Q.

6. Conclusion

Methods of machine learning suitable for magnetic-field-
based position sensing have been investigated. The pro-
posed methods are based on three original ideas.

First, magnetic-field information used for training data
should be represented logarithmically. It was demonstrated
that the predictor function L obtained with logarithmically
represented training data exhibited better prediction accu-
racy than the predictor function P obtained with conven-
tional linear data. However, the naı̈ve usage of the loga-
rithmic training data resulted in considerable increase in the
computational time required for predicting the positions of
a target device.

The second original idea to overcome the difficulty
is encoding the sign information of the magnetic fields on
the logarithmically represented training data. The predictor
function Q obtained with the training data in NSL represen-
tation exhibited both accurate and rapid predictions of the
target-device positions. Degraded prediction accuracies in
the vicinity of sensors, which was a major problem in the
previous machine-leaning approach [43], was successfully
restored using Q.

The third original idea to further improve the prediction
accuracy is introducing a hybrid predictor function com-
posed of P and Q. We investigated a simple method to select
a better predictor function between P and Q based on signals
detected by multiple sensors. The successful hybrid usage
of P and Q was demonstrated.

With the newly proposed method, the probability that
the error of the predicted device positions was within 10 cm
in a 2 m × 2 m × 2 m cubic space was improved from 73%
to 87%, and the average error of the predicted position de-
creased from 11 cm to 6 cm. The computational time re-
quired to predict the target position was approximately 4 ms
using a standard laptop. The high-speed nature of the pro-
posed prediction method is suitable for the real-time track-
ing of moving objects and people.

The performance of the proposed method depends on
algorithms used for learning. Machine-learning technolo-
gies are making progress every day. Although we adopted
the k-nearest neighbor algorithm in this study, the perfor-
mance of magnetic-field-based position sensing may be en-
hanced by using other algorithms. Actually, it is suggested
that the prediction accuracy is further increased with the
neural-network algorithm [45]. It is desired to find the
best algorithms for magnetic-field-based position sensing in
terms of both prediction accuracy and computational time.
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