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LETTER
On the First Separating Redundancy of Array LDPC Codes∗

Haiyang LIU†a), Nonmember and Lianrong MA††b), Member

SUMMARY Given an odd prime q and an integer m ≤ q, a binary
mq × q2 quasi-cyclic parity-check matrix H(m, q) can be constructed for
an array low-density parity-check (LDPC) code C(m, q). In this letter,
we investigate the first separating redundancy of C(m, q). We prove that
H(m, q) is 1-separating for any pair of (m, q), from which we conclude
that the first separating redundancy of C(m, q) is upper bounded by mq.
Then we show that our upper bound on the first separating redundancy
of C(m, q) is tighter than the general deterministic and constructive upper
bounds in the literature. Form = 2, we further prove that the first separating
redundancy of C(2, q) is 2q for any odd prime q. Form ≥ 3, we conjecture
that the first separating redundancy of C(m, q) is mq for any fixed m and
sufficiently large q.
key words: array LDPC codes, separating matrix, separating redundancy

1. Introduction

The separating redundancy is an important concept in un-
derstanding the error-and-erasure decoding of linear block
codes over a communication channel [1], [2]. Despite the
importance, it is intractable to calculate the separating re-
dundancy of a linear block code in general. Even deriving
the meaningful bounds on the separating redundancy is a
difficult problem. If we restrict ourselves to codes with alge-
braic structures, however, the investigation on the separating
redundancy through analytic methods becomes possible. To
date, several works have studied the separating redundancy
for some classes of codes or for some specific codes [3]–[9].

Array low-density parity-check (LDPC) codes, proposed
by Fan [10], are an important class of algebraic LDPC codes.
An array LDPC code C(m,q) can be described by a bi-
nary mq×q2 quasi-cyclic (QC) parity-check matrixH(m,q),
where q is an odd prime and m is an integer satisfying m ≤ q.
In recent years, array LDPC codes have received a lot of
interest. It has been shown that these codes have amicable
performances, which make them suitable for practical appli-
cations. In addition, thanks to their nice algebraic properties,
several structural parameters of array LDPC codes have been
theoretically analyzed and determined in the previous works
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[11]–[21], which is helpful in understanding the code per-
formances.

In this letter, we consider the separating property of
array LDPC codes. Using analytical approaches, we prove
that H(m,q) is 1-separating for any pair of (m,q), which
indicates that the first separating redundancy of C(m,q) is
upper bounded by mq, the number of rows in H(m,q). By
calculation, we show that our upper bound on the first sep-
arating redundancy of C(m,q) is tighter than the general
deterministic and constructive upper bounds in the literature.
On the other hand, it is known from the previous results
[2], [5] that the first separating redundancy ofC(m,q) is lower
bounded bymq if theminimumdistance ofC⊥(m,q), the dual
of C(m,q), is equal to q. (Note that the minimum distance of
C⊥(m,q) is at most q, since each row of H(m,q) is of weight
q.) Form = 2, we further prove that theminimumdistance of
C⊥(2,q) is q for any odd prime q, which suggests that the first
separating redundancy of C(2,q) is 2q. Through numerical
observation, we conjecture that the minimum distance of
C⊥(m,q) is q and the first separating redundancy of C(m,q)
is mq for any fixed m ≥ 3 and sufficiently large q.

2. Preliminaries

In this section, we introduce the concepts of separating ma-
trix and separating redundancy. We also review the prop-
erties of array LDPC codes that will be investigated in this
work.

2.1 Separating Redundancy and Related Concepts

Let C be an [n, k, d] linear code over Fq , where Fq is the finite
field with q elements, n, k, and d are the length, dimension,
and minimum distance of C, respectively. Suppose C is
described by an m × n parity-check matrix H , whose rows
span the dual code C⊥. Note that H may contain redundant
rows, which suggests that m ≥ rank(H) = n − k, where
rank(H) is the rank of H over Fq .

Let I = {1, · · · ,n} and J = {1, · · · ,m} be the indices
for the columns and rows ofH , respectively. SupposeS ⊆ I
and T ⊆ J . Let HT

S
= [hj ,i], where i ∈ S and j ∈ T . By

inspection, we know that HT
S
is a submatrix of H with size

|T | × |S|, where |S| (resp., |T |) is the size of the set S
(resp., T ). In the rest discussions, we always assume that
|S| ≤ d − 1.

Let x = [xi] be a vector of length n over Fq . The
Hamming weight (in brief, weight) of x is

Copyright © 2024 The Institute of Electronics, Information and Communication Engineers
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wt(x) = |{i ∈ I : xi , 0}|. (1)

For a set S ⊆ I, let xS be the vector of length |S|
obtained by deleting the entries whose indices are in the set
S̄ = I\S from x. Define

CS̄ = {cS̄ : c ∈ C}, (2)

which is the code C punctured onS. In other words, CS̄ con-
tains all the vectors obtained by deleting the entries indexed
by S from codewords in C.

Define

Ŝ = { j ∈ J : hj ,i = 0, ∀ i ∈ S}, (3)

and

H(S) = H Ŝ
S̄
. (4)

We have rank(H(S)) ≤ n − k − |S| [2]. If rank(H(S)) =
n− k − |S|, H(S) is a parity-check matrix of the code CS̄ in
(2). In this case, we say that H separates the set S.

Definition 1 ([2]): Suppose H is a parity-check matrix
of an [n, k, d] linear code C over Fq and I is the column
index set of H . If H separates every subset of I with size
1,2, · · · , l, then H is said to be l-separating, where l is a
positive integer such that l ≤ d − 1.

It can be shown that there always exists an l-separating
parity-check matrix for any linear code C with minimum
distance d and any positive integer l ≤ d − 1 [1]–[3]. From
the practical point of view, it is desirable to make the number
of rows of a parity-check matrix as small as possible in order
to maintain reasonable complexity.

Definition 2 ([2]): The l-th separating redundancy of
the code C, denoted by sl(C), is defined as the minimum
number of rows of an l-separating parity-check matrix of C.

In this letter, we consider the first separating redun-
dancy. The following lower bound is needed in our discus-
sion.

Lemma 1 ([2], [5]): For an [n, k] linear code C,

s1(C) ≥ d
n

n − d⊥
(n − k − 1)e, (5)

where d⊥ is the minimum distance of C⊥.

2.2 Array LDPC Codes

Let q be an odd prime and m ≤ q an integer. An array LDPC
code C(m,q) [10] is a binary linear code specified by the
following mq × q2 QC parity-check matrix:

H(m,q) =


H1
H2
...

Hm


=


Iq Iq Iq · · · Iq
Iq P P2 · · · Pq−1

...
...

Iq Pm−1 P2(m−1) · · · P(m−1)(q−1)


, (6)

where Iq is a q × q identity matrix, P =
[

0 1
Iq−1 0T

]
, and

0 is the all-zero row vector of length q − 1. It is evident that
H(m,q) is regular, and each column (resp., row) of H(m,q)
is of weight m (resp., q).

Lemma 2 ([11]): Wehave rank(H(m,q)) = m(q−1)+1.
The row space ofH(m,q) is the dual code ofC(m,q), de-

noted by C⊥(m,q). By Lemma 2, the dimension of C⊥(m,q)
is m(q − 1) + 1.

3. Main Results

In this section, we provide our main theoretical results. First,
let us prove the following lemma.

Lemma 3: Suppose H ′(m,q) is the matrix obtained
from H(m,q) in (6) by removing a row from each submatrix
Hj, j = 2, · · · ,m. It holds that rank(H ′(m,q)) = m(q−1)+1.

Proof: We only need to show that each removed row is
a linear combination of some rows in H ′(m,q). First let us
consider j = 2. Suppose h is the row in H2 that is removed
from H(m,q) to obtain H ′(m,q). By inspection, we know
that the sum of the 2q rows in H1 and H2 is the all-zero
vector. As a consequence, h is the sum of the 2q − 1 rows,
the q rows in H1 as well as the q − 1 rows in H2 except for
h, each of which is a row in H ′(m,q). The same is also true
for j = 3, · · · ,m, and the lemma is proved. �

Remark 1: By Lemma 3, we know that H ′(m,q) is also
a parity-check matrix of C(m,q). Moreover, since H ′(m,q)
has m(q − 1) + 1 rows, it is a generator matrix of C⊥(m,q).

Theorem 1: The parity-check matrix H(m,q) is
1-separating.

Proof: Consider the i-th column of H(m,q) and let
S = {i}, where 1 ≤ i ≤ q2. By (6), we know that there are m
rows of H(m,q), one row in each Hj( j = 1, · · · ,m), whose
i-th column is 1. We perform a row permutation on H(m,q)
such that these m rows are on the top of the obtained matrix,
which is denoted by H . In other words, all the first m entries
of the i-th column of H are one. By Lemma 3, we conclude
that the first row as well as the last m(q − 1) rows of H are
m(q−1)+1 linearly independent rows. This suggests that the
last m(q − 1) rows of H are linearly independent. Therefore,
we have rank(H(S)) = m(q−1) = rank(H(m,q))−1, where
H(S) is defined by (4). This indicates that H separates the
set S, from which we conclude that H is 1-separating. �

The following upper bound is a direct consequence of
Theorem 1 and Definition 2.

Corollary 1: Suppose s1(C(m,q)) is the first separating
redundancy of C(m,q). Then s1(C(m,q)) ≤ mq.

Now we compare our upper bound in Corollary 1 with
known upper bounds. In the literature, several upper bounds
on the separating redundancy have been provided for general
linear codes or for some specific (families of) codes [1]–[9].
However, no specific results on the separating redundancy of
C(m,q) are available to the best of our knowledge. Therefore,
we compare our bound with general upper bounds. The up-
per bounds in [2, Theorem 10] and [5, Theorem 10] suggest
that the value of sl(C) tends to be a polynomial function
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Table 1 Calculation results for the upper bounds on s1(C(m, q)).

of n − k for an [n, k, d] code C and a given value l ≤ d − 1
under certain conditions. The proofs of the theorems indicate
that we can find l-separating parity-check matrices that meet
the upper bound values through probabilistic algorithms.
However, these bounds are not deterministic.

Since our upper bound in Corollary 1 is deterministic
and constructive, we compare our bounds with two general
deterministic and constructive upper bounds provided in [2,
Corollary 5] and [5, Theorem 17], respectively, in the fol-
lowing.

The upper bound in [2, Corollary 5] states that

s1(C) ≤

2∑
i=1

(
n − k

i

)
(7)

holds for an [n, k, d] binary code C with d ≥ 3. For s1(C(m,
q)), the upper bound in (7) becomes 1

2 (mq−m+1)(mq−m+2).
By calculation, we conclude that 1

2 (mq−m+1)(mq−m+2) >
mq holds for any (m,q) such that q ≥ 3 and m ≤ q, which
means that our upper bound in Corollary 1 is better.

The upper bound in [5, Theorem 17] suggests that

s1(C) ≤ min
{
(n − k)C1(n, µ,1), (n − k − 1)

(
n
1

)}
(8)

holds for an [n, k, d] code C, whereC1(n, µ,1) is the covering
number [22] and µ = min{d,n − k} − 1.

For C(m,q), we have µ = d−1 and C1(n, µ,1) = d n
d−1 e.

By inspection, we know that the upper bound in (8) be-
comes (n − k)d n

d−1 e. It holds that d ≤ 2q < 2q + 1, since
[1,1,0, · · · ,0] is a codeword in C(m,q), where 1 (resp., 0)
is the all-one (resp., all-zero) vector of length q. Thus, we
have n

d−1 >
q
2 , which suggests that

d
n

d − 1
e ≥ d

q
2
e =

q + 1
2

.

As a consequence,

(n − k)d
n

d − 1
e ≥
(mq − m + 1)(q + 1)

2
(a)
≥
(2m + 1)(q + 1)

2
> mq.

The above inequality (a) is due to the fact that q ≥ 3. Again,
our upper bound in Corollary 1 is better.

Table 1 lists the calculation results of our upper bound
in Corollary 1 as well as the upper bounds in [2, Corollary 5]
and [5, Theorem17] for some pairs of (m,q). For comparison

Table 2 Some values of d(C⊥(m, q)).

purposes, we also calculated the upper bound in [5, Theorem
10], which is a refined probabilistic upper bound on the
separating redundancy of a linear code. It is known from the
table that our upper bound is better than the known upper
bounds for all the calculated cases.

We know from the previous discussion that H ′(m,q) is
a generator matrix of C⊥(m,q). Since each row of H ′(m,q)
has weight q, we have d(C⊥(m,q)) ≤ q. By calculation,
we conclude that the lower bound in Lemma 1 becomes
s1(C(m,q)) ≥ mq if d(C⊥(m,q)) = q. By Corollary 1,
we have s1(C(m,q)) = mq if d(C⊥(m,q)) = q. As a con-
sequence, it is interesting to investigate whether the upper
bound d(C⊥(m,q)) ≤ q is tight for a pair (m,q). Towards
this end, we performed some computer searches. The results
are listed in Table 2.

For m = 2, we performed exhaustive computer searches
for all the values of q listed in Table 2. For m ≥ 3, we per-
formed exhaustive computer searches for q ≤ 7. The values
are the minimum weights of the codewords in C⊥(m,q) for
these cases.

For the remaining cases, we did not perform exhaustive
computer searches due to the excessive running time. In-
stead, we performed non-exhaustive computer searches on
the parity-check matrix of C⊥(m,q) using the low-weight
codeword search algorithm in [23] for these cases. The
values are the minimum weights of the collected codewords
for these cases. (Note that a generator matrix of C(m,q),
which is provided in [11, p.282] or [21, p.1480], is a parity-
check matrix of C⊥(m,q).) We typeset all the values of these
cases in italic.

We can see from the results in Table 2 that d(C⊥(m,q))
can be less than q if m is close to q for a given q. Since
C⊥(m,q) is a subcode of C⊥(m′,q) if m < m′, we have
d(C⊥(m,q)) ≥ d(C⊥(m′,q)). In fact, we have the following
result.

Theorem2: For any odd prime q, we have d(C⊥(q,q)) =
2, where d(C⊥(q,q)) is the minimum distance of C⊥(q,q).

Proof: By inspection, we know that the following (q −
1) × q2 matrix
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1 1

1 1
. . .

. . .

1 1


(9)

is a parity-check matrix of C⊥(q,q), where 1 is the all-one
vector of length q. Thus, C⊥(q,q) contains no codewords of
weight 1. Because the first two columns of the matrix in (9)
are identical, we have d(C⊥(q,q)) = 2. �

On the other hand, we conclude from Table 2 that d(C⊥

(2,q)) = q holds for all the values of q in the table. In the
following, we prove that d(C⊥(2,q)) = q holds for any odd
prime q. Before that, we generalize the idea in the work [12]
and present a representation method for H(2,q), which is
useful in our analysis.

We know from (6) that each row of H(2,q) can be
divided into q blocks and each block is one vector in the set
Z = {e0, e1, · · · , eq−1}, where ei is the all-zero row vector
of length q except that the (i + 1)-th entry is 1. Construct a
mapping φ : Z → Zq by φ(ei) = i. Then every row of H1
can be represented as a row vector of length q

[i, i, i, · · · , i] (10)

for some i ∈ Zq . Similarly, every row of H2 can be repre-
sented as a row vector of length q

[i, i + (q − 1), i + 2(q − 1), · · · , i + (q − 1)(q − 1)] (11)

for some i ∈ Zq . (Note that the entries in (10) or (11) form a
mod-q arithmetic progression.) Then we construct a 2q × q

matrix H̃(2,q) =
[
H̃1
H̃2

]
, where H̃1 (resp., H̃2) is obtained

by representing each row of H1 (resp., H2) in form (10)
(resp., (11)). As an example, the six rows of H̃(2,3) are
successively given by [0 0 0], [1 1 1], [2 2 2], [0 2 1], [1 0 2],
and [2 1 0].

Recall that H ′(2,q) is a generator matrix of C⊥(m,q),
where H ′(2,q) is obtained from H(2,q) by removing its last

row. For convenience, we let H̃ ′(2,q) =
[
H̃1
H̃ ′2

]
, where H̃ ′2

is obtained from H̃2 by removing its last row.
For two column vectors a and b of length r , b is said

to be a permutation version of a if there exists σ ∈ Sr such
that bσ(i) = ai for each 1 ≤ i ≤ r , where Sr is the set of all
permutations on the set {1,2, · · · ,r}. For example, [0 2 3 1]T
is a permutation version of [1 3 0 2]T.

Theorem 3: The minimum distance of C⊥(2,q), d(C⊥

(2,q)), is q for any odd prime q.
Proof: Suppose v = [v1, v2, · · · , vq] is a codeword in

C⊥(2,q), where each vi(1 ≤ i ≤ q) is of length q. We
distinguish between the following two cases.

Case 1: vi , 0 for each 1 ≤ i ≤ q, where 0 is the
all-zero vector of length q. Thus, we have wt(vi) ≥ 1 for
each 1 ≤ i ≤ q, which indicates that wt(v) ≥ q in this case.

Case 2: There exists a vector vi that is equal to 0.
Without loss of generality, we can assume v1 = 0. Since
H ′(2,q) is a generator matrix of C⊥(2,q), v is the sum of

some rows of H ′(2,q). Denote the set of indices of these
rows by V = V1 ∪ V2, where V1 and V2 are subsets of
{1, · · · ,q} and {q + 1, · · · ,2q − 1}, respectively. Construct
a matrix

H̃ ′′ =

[
H̃ ′′1
H̃ ′′2

]
=

[
h1,1 h1,2 · · · h1,q
h2,1 h2,2 · · · h2,q

]
, (12)

where H̃ ′′1 (resp., H̃ ′′2 ) is a submatrix of H̃1 (resp., H̃ ′2) whose
row indices are in the set V1 (resp., V2). Since v1 = 0, H̃ ′′1
and H̃ ′′2 have the same number of rows. Denote the number
by r . We have 1 ≤ r ≤ q − 1. In addition, h2,1 is a
permutation version of h1,1. Assume the r entries in h1,1 or
h2,1 are j1, j2, · · · , jr .

We claim that h2,l is not a permutation version of h1,l
for each 2 ≤ l ≤ q. Suppose to the contrary. By (10), we
know that the r entries in h1,l are j1, j2, · · · , jr . By (11), we
know that the r entries in h2,l are j1 + l ′(q − 1), j2 + l ′(q −
1), · · · , jr + l ′(q−1), where l ′ = l−1. If h2,l is a permutation
version of h1,l , we have

j1 + j2 + · · · + jr = j1 + l ′(q − 1) + j2 + l ′(q − 1)
+ · · · + jr + l ′(q − 1)

After some calculations, we get

rl ′(q − 1) = 0,

which is a contradiction since 1 ≤ r ≤ q − 1 and 1 ≤ l ′ ≤
q − 1.

Because h2,l is not a permutation version of h1,l , we
conclude that there exists at least one entry in h2,l (resp.,
h1,l) that is not in h1,l (resp., h2,l) for each 2 ≤ l ≤ q. This
implies that wt(vl) ≥ 2 holds for each 2 ≤ l ≤ q. Thus,
wt(v) ≥ 2(q − 1) > q in this case.

This completes the proof. �
Due to Lemma 1, Theorem 2, and Corollary 1, we have

the following result.
Corollary 2: With the above notations, it holds that

s1(C(2,q)) = 2q.
Remark 2: Wemention that the lower bound s1(C(2,q))

≥ 2q can also be obtained from [8, Theorem1], sinceC⊥(2,q)
has dimension 2q − 1.

For any fixedm ≥ 3, we know from the results in Table 2
that d(C⊥(m,q)) seems to be q as q increases. We present
the following conjecture.

Conjecture 1: With the above notations, d(C⊥(m,q)) =
q and s1(C(m,q)) = mq hold for any fixed m ≥ 3 and
sufficiently large q.

4. Concluding Remarks

In this letter, we investigated s1(C(m,q)), the first separat-
ing redundancy of C(m,q). We proved that H(m,q) is 1-
separating for any pair of (m,q) and obtained the upper bound
s1(C(m,q)) ≤ mq. Then we showed that our upper bound
on s1(C(m,q)) is tighter than the general deterministic and
constructive upper bounds in the literature. For m = 2, we
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further proved that s1(C(2,q)) = 2q for any odd prime q.
We also presented a conjecture that s1(C(m,q) = mq for
any fixed m ≥ 3 and sufficiently large q based on numerical
observation.

As a futurework, wewill try to prove the above-mentioned
conjecture. Another question for further study is to deter-
mine the values of sl(C(m,q)) or provide the meaningful
bounds for l ≥ 2.
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