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Data-Quality Aware Incentive Mechanism Based on Stackelberg
Game in Mobile Edge Computing

Shuyun LUO†, Wushuang WANG†, Yifei LI†, Jian HOU†a), Nonmembers, and Lu ZHANG†, Member

SUMMARY Crowdsourcing becomes a popular data-collection method
to relieve the burden of high cost and latency for data-gathering. Since the
involved users in crowdsourcing are volunteers, need incentives to encour-
age them to provide data. However, the current incentive mechanisms
mostly pay attention to the data quantity, while ignoring the data quality. In
this paper, we design a Data-quality awaRe IncentiVe mEchanism (DRIVE)
for collaborative tasks based on the Stackelberg game to motivate users
with high quality, the highlight of which is the dynamic reward allocation
scheme based on the proposed data quality evaluation method. In order to
guarantee the data quality evaluation response in real-time, we introduce
the mobile edge computing framework. Finally, one case study is given and
its real-data experiments demonstrate the superior performance of DRIVE.
key words: mobile edge computing, crowdsourcing, incentive mechanism

1. Introduction

In recent years, crowdsourcing [1] has emerged as an inno-
vative and cost-effective method for data collection. Crowd-
sourcing uses the Internet to distribute tasks, discover more
ideas or solve technical problems. This approach signifi-
cantly reduces both cost and time needed to complete tasks.
However, while crowdsourcing has garnered attention for its
ability to collect vast amounts of data, the aspect of data
quality is often overlooked. Since most crowdsourcing par-
ticipants are volunteers, ensuring the reliability and accuracy
of the collected data becomes challenging [2]. Data quality
plays a significant role in determining the Quality of Service
(QoS), particularly in collaborative tasks that involve a group
of users working together [3]. Therefore, it becomes crucial
to design an incentive mechanism that dynamically adjusts
users’ rewards based on the quality of the data they provide.

Although there have been studies on data quality eval-
uation and incentive mechanism design, they are often only
applied for specific application scenarios and fails to have
effective integration. Consequently, the design of incentive
mechanisms based on data quality awareness still faces sev-
eral challenges: 1) Data quality is influenced by various
factors, such as user data collection capabilities and network
transmission stability [4], [5]. How to access the data quality
precisely? 2) Since the complexity of data quality evalua-
tion may hinder real-time assessment [6], how to achieve
timely and reliable data quality feedback? 3) How to clas-
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sify users effectively based on their data quality’s impact
on task completion, which is vital for designing appropriate
reward allocation schemes? 4) How to design an incen-
tive mechanism such that it can encourage users to upload
high-quality data while discouraging free-riding behaviors
[7] among users submitting low-quality data?

To address the above challenges, we first present a data-
quality evaluation method from both signal and semantic
[8] perspectives to classify users into three categories: good
users, malicious users and users under unstable networks.
Moreover, we introduce a crowdsourcing architecture based
on Mobile Edge Computing (MEC) [9], [10] to guarantee
the timeliness of data collection, where the data quality can
be evaluated by edge server rather than the remote cloud.
The framework of quality aware data collection in MEC is
shown in Fig. 1. Lastly, we design a Data-quality awaRe
IncentiVe mEchanism (DRIVE) for collaborative tasks to
motivate users to provide high-quality data.

Besides, we use the Taxis-Drive trajectory data [11]
as the study case to evaluate the performance of quality
evaluation method and DRIVE. Experimental results show
that our incentive mechanism can effectively motivate users
to upload high-quality data and make the MEC server obtain
more utility. Specifically, the main intellectual contributions
of this work are summarized as follows.

• We design a data-quality evaluation method from the
signal and semantic perspectives to classify users into
three categories.

• A dynamic reward allocation scheme is drawn up based
on users’ different categories and further present the
DRIVEbased on the Stackelberg game to enhanceMEC
server’s utility.

Fig. 1 Quality aware data collection in MEC.
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• Finally, one realistic case study is given and the real-
data experiments demonstrate the superiority of our
proposed incentive mechanism.

The rest of this paper is organized as follows. In Sect. 2,
we overview some previous works. Then we discuss the
system model and data quality evaluation method in Sect. 3.
In Sect. 4, we illustrate the design of the proposed incentive
mechanism. The performance of our proposed method and
mechanism is evaluated based on the real dataset in Sect. 5.
Finally, we conclude the paper in Sect. 6.

2. Related Work

Data quality refers to the extent towhich a set of inherent data
attributes meets consumer requirements. The key attributes
of data quality are integrity, freshness, and accuracy. In
today’s era of big data, we have the ability to predict crime,
forecast consumption trends, and establish urban planning,
among other things. However, to make the most of this
potential, it is crucial to pay close attention to the quality of
data during the collection process. Neglecting data quality
can lead to the accumulation of poor-quality data, causing
failures of applications.

The current related studies are listed in Table 1 from the
perspectives of incentive mechanism design and data qual-
ity evaluation. At present, there are some studies to detect
data quality from the signal perspective, such as the received
signal strength, and the network stability. With the train-
ing data set (contextual information and data quality pairs),
Liu et al. [12] build a context-data quality classifier, which
is used to estimate the data quality in real-time. Peng et
al. [13] extend the Expectation Maximization algorithm that
combines maximum likelihood estimation and Bayesian in-
ference to estimate the quality of sensing data. To ensure data
integrity and real-time collection, Yang et al. [14] propose
a data-collecting mechanism based on the greedy algorithm.
However, the above research work only pays attention to
the implication from the signal aspect while neglecting the
significance of the semantic factors.

Other current work focused on the data quality from the
semantic aspectwhile lacking a comprehensive analysis from
the signal dimension. An et al. [16] propose a crowdsensing
framework based on a lightweight blockchain-based model
and exploit the expectation-maximization algorithm to eval-
uate the performance of participants. Their research group
further [15] present an edge-computing-enabled crowdsens-
ing framework based on the blockchain and introduced a
data quality assessment mechanism based on the reinforce-

Table 1 Comparison among data collection approaches.

ment learning algorithm. Wang et al. [17] first propose a
trust evaluation mechanism using crowdsourcing and edge
computing, then two incentive mechanisms are designed to
motivate mobile edge users to conduct trust evaluation. In
order to evaluate the quality of participants, a fairness-aware
and privacy-ensuring scheme is presented in [18] by inte-
grating the blockchain, trusted execution environment and
machine learning. Zhang et al. [19] predict the data quality
from different users through federated learning and develop
a user recruitment algorithm based on the prediction of data
quality.

A few studies detected data quality from both signal
and semantic perspectives. Lamaazi et al. [20] propose
a two-stage data-driven decision-making mechanism using
edge computing to select participants by their quality of
outcomes. Gao et al. [21] propose quality bounded task
assignment problem with redundancy constraint and divide
this problem into two sub-problems solved by the Hungar-
ian method and dynamic programming. However, they have
not considered the incentive to motivate users to contribute
high-quality data. [2] detected data quality from both sig-
nal and semantic dimensions. However, it is assumed that
the incorrect data considered are caused by device damage
rather than malicious tampering by users.

Because the data quality from consumers’ devices in
MECheavily relies on the hardware of devices such as CPUs,
GPUs, and memory capacity, as well as the network perfor-
mance [22], it is imperative to analyze the data quality from
multiple aspects to screen users into various categories and
design feasible incentive mechanisms to meet the demand
for high data-quality and low latency.

3. System Model

In this section, we describe the system model for edge com-
puting with collaborative tasks and the data quality evalua-
tion model based on signal and semantic aspects.

3.1 Edge Computing for Collaborative Tasks

The edge computing system for data collection comprises
an MEC server s and a group of users U, where U =

{1, . . . ,N}. The server publishes a set of tasks T , denoted
as T = {1, . . . ,M}. In case of the collaborative tasks, each
task j requires the participation of at least mj users, and
mj is referred to as the task threshold for task j. These
task thresholds are collectively represented as W , that is,
W = {m1, . . . ,mM }. The server communicates the task set
and the corresponding task thresholds to users, and it earns a
value vj when it successfully recruits no fewer than mj users
to provide high-quality data for task j. Otherwise, the server
can not benefit from any reward from task j.

The properties of task j, mj and vj depend on the re-
quirement of task j. Moreover, each user i has the capacity
to perform a subset of tasks, i.e., Ti , Ti ⊂ T . The set of all
users’ task capacities is denoted asT , i.e., T = {T1, . . . ,TN }.
User i incurs a cost c j

i to perform task j, which depends on
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Fig. 2 Data quality evaluation method.

the specific application. The set of all users’ costs is denoted
as C, i.e., C = {C1, . . . ,CM }, each of which is the users’ cost
set to perform each task.

The server-user interaction in our system involves a
four-step process, outlines as follows.

• The users report their cost and task capacity to the
server, denoted as (C,T).

• The edge server announces (R,W), where R is the to-
tal reward to all users, and W = {m1, . . . ,mM }, each
of which is the minimum number of users required
with high-quality data to achieve the corresponding task
completion.

• Taking the information (C,T ,R,W) into account, each
user makes its strategy, determining the set of tasks user
i performs, and submits their results to the server.

• The server employs the data quality evaluation method,
as depicted in Fig. 2 to classify users into three cate-
gories, and allocates R to users by the dynamic reward
allocation scheme, designed in Sect. 4.

Each user is assumed to be rational and not willing to
do tasks if the obtained reward is less than the cost. Hence,
we define the utility functions of users and the server. The
user i’s utility is defined as the reward minus the cost, i.e.,

ui = ri −
∑
j∈T i

c

c j
i (1)

where ri is the reward that user i receives and T i
c indicates

the completed tasks that user i participated in.
Similarly, the server’s utility function is defined as the

total value of completed tasks minus the total reward, i.e.,

us =
∑
j∈Tc

vj − R (2)

where Tc includes all completed tasks. The server is aimed
to maximize its utility by selecting appropriate users and
allocating its tasks accordingly, while individual users make
their task strategies to maximize their own utilities.

3.2 Data Quality Evaluation Method

Since rational users has no inherent intention to provide data
with high quality, it becomes essential to ensure effective data

collection through initial data validation. To achieve this, we
propose a data quality evaluation method that considers both
signal and semantic aspects of the received data.

Regarding the signal aspect, the collected data can be
influenced by various network factors, such as network types
and noise environment. Evaluating the Signal-to-Noise Ra-
tio (SNR) becomes crucial to assess the signal strength of
received data. To achieve reliable transmission, the sys-
tem typically uses TCP (Transmission Control Protocol) and
employs retransmission operations when the SNR falls be-
low a given threshold. Consequently, data reception at the
server may experience significant delay. If the latency sur-
passes the predefined waiting time threshold, an interruption
occurs. Frequent and excessive interruptions can signify
malicious intent on the user’s part or unavoidable scenarios,
such as device malfunction, resulting in the user being elim-
inated from eligible candidates. If the interruption happens
frequently and the Interruption Count is above the thresh-
old (θi), these users who have uploaded data that fails to
guarantee the property of data integrity are placed in the set
Um.

In data collection scenarios, data are usually sent to the
server at a predetermined frequency, resulting in fixed time
intervals for receiving the data within a specific range. How-
ever, these time intervals may vary due to the influence of
the communication environment. Time intervals that exceed
a certain proportion of the normal value (determined by the
specific application) are considered delay intervals. The De-
lay Rate refers to the proportion of these delay intervals. If
the delay rate exceeds the threshold (θd), it indicates that the
user sending the data is experiencing an unstable network
connection, classified as Ug.

Consequently, after successful data decoding, we eval-
uate the data quality based on its semantic value. Data may
be subject to tampering for personal gains, we exploit the
metric of Local Outlier Factor (LOF) [23] to detect the ab-
normal data. LOF quantifies the isolation level of an object
concerning its neighboring data points. The definition of
LOF is given as follows.

LOFk(A) =

∑
o∈Nk (A)

lrd(o)
lrdk (A)

|Nk(A)|
(3)

where lrdk(A) is local reachability density of an object A in
its k-distance neighborhood Nk(A), and |Nk(A)| denotes the
size of Nk(A), i.e., the number of objects in A’s k-distance
neighborhood. LOF is the average ratio of the local reacha-
bility density of data point A to that of its k-nearest neigh-
bors. If the LOF value of a data point exceeds 1 and surpasses
the predefined threshold (θlo f ), it is considered as abnormal
data, leading to the classification of the data provider as a
malicious user. Conversely, if data point A and A’s k-nearest
neighbors exhibit similar behaviors, the LOF value of A ap-
proaches 1, indicating high data accuracy.

If the data satisfy the properties of data integrity, fresh-
ness and accuracy, their providers are grouped into the set of
good users (Ug). Upon completing the data quality assess-
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Table 2 Consolidate abbreviations and generic terms.

ment, users are categorized into three classes: good users,
users in unstable networks and malicious users. The flow
chart of our data-quality evaluation method is illustrated in
Fig. 2. Table 2 lists all the consolidate abbreviations and
generic terms in our paper.

4. Incentive Mechanism Design

In this section, we design the dynamic reward allocation
scheme based on users’ different classes. Subsequently, the
Data-quality awaRe IncentiVe mEchanism (DRIVE) is pro-
posed to encourage users with high-quality data.

4.1 Dynamic Reward Allocation Scheme

In this section, we introduce the reward function for three
users’ classes.

We first define the data quality level of user i, li com-
puted as

li = k/LOF(i) (4)

where k is a predetermined constant from the application
served by the MEC server. In order to detect the data quality
among users, another metric is presented as ρi = li∑

i∈Ug li
.

For each user i in Ug, the reward is

ri = |T i
c | ·

ρiRj∑
i∈S j

ρi
. (5)

where |T i
c | is the number of tasks in T i

c . Here Sj is the set
of users involved in completing task j. The total reward for
all good users is denoted as R′, i.e. R′ =

∑
i∈Ug

ri . Rj is
the reward allocated to the users who perform task j, and the
reward should be proportional to the number of users who
perform it. Here Rj is computed as

Rj =
R′

∑
i∈S j

ρi∑
j∈Tc

∑
i∈S j

ρi
. (6)

On the other hand, for users in Ug, despite contribut-
ing nothing due to their poor network conditions, they will
receive a basic reward denoted as δ, calculated as follows:

δ =
R − R′

|Ug |
(7)

where R represents the total reward provided by the server,
and |Ug | is the number of users in Ug. Since the malicious
users give no benefit to the task completion, the reward for
the users in Um is set as zero.

In summary, the reward provided for users in different
classes is defined as follows:

ri =


0 i ∈ Um

δ i ∈ Ug
|T i

c |ρi∑
j∈Tc

∑
i∈Sj

ρi
i ∈ Ug

(8)

4.2 Data Quality Aware Incentive Mechanism

The quality-aware data collection system involves two types
of game relationships: a game between the edge server and
users and a game between users themselves. Therefore, it
can bemodeled using a two-stage Stackelberg game. In stage
I, the server first announces the reward for good users R′ and
task threshold W to users. (Note: since δ is determined by
the specific application, the server only need to compute R′)
This stage primarily focuses on the game between the server
and users. The server’s decision is how to determine R′ to
maximize its utility. In stage II, based on (R′,W), each user
devises a task strategy (Si) to maximize their own utility.
Here, Si represents the set of tasks performed by user i. This
stage mainly concerns the game among users.

The Stackelberg game is typically solved using back-
ward induction, and the main process is illustrated in Alg. 1.

We first analyze stage II, where, given a reward R′ of-
fered to high-quality users, each user determines their task
strategy tomaximize their own utility. As long as their utility
is non-negative, rational users will choose to participate in
tasks. Since the user’s cost is related to the provided data
quality, we introduce a normalized cost C to represent the
actual cost C under the same data quality, given by c j

i =
c
j
i

ρi
.

Therefore, the Nash Equilibrium (NE) of the user strategy
profile S = {S1, . . . ,SN } depends on the NE of the normal-
ized cost threshold (c∗j ). If user i’s normalized cost is no
more than the threshold, i.e., c j

i ≤ c∗j , then user i participates
in task j. Otherwise, user i will not. It can be deduced that
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c∗j is the mj-th minimum normalized cost among Ug (Line
3). If vj >

∑
(c j

i |c
j
i < c∗j ), then task j can recruit a sufficient

number of good users. The union of all Sj ( j ∈ Tc) is the
set of all selected users with high data quality, symbolized
as Ug (Line 6). The user selection process is now complete.

Next, in Stage I, the key process is to determine the
NE of R′ to maximize the server’s utility. The key insight
for computing R′∗ is to ensure ui ≥ 0 (i ∈ Ug), i.e., ri −∑

j∈T i
c

c j
i ≥ 0 (i ∈ Ug). Hence, R′∗ is computed as the

equation in Line 7. Finally, we calculate the NE of the
server’s utility, which is the total obtained task values minus
the reward for good users and users in unstable networks
(Line 8).

5. A Practice Case Study

5.1 Dataset Introduction

We use the T-Drive dataset containing one-week taxi tra-
jectories (2008) from Beijing, encompassing 10357 taxis
[11], [24]. Each trajectory consists of taxi ID, timestamp,
and GPS data. Our focus is on treating each taxi driver as
a user, suspecting potential GPS tampering for fare infla-
tion. The taxi communication network is dynamic due to
a collective distance of 9 million kilometers covered. This
dynamic nature, along with potential human manipulation,
affects data quality, subject to evaluation via our model.

5.2 Thresholds Determination

We establish critical thresholds in our data-quality evaluation
method—delay rate, velocity eccentricity, and interruption
thresholds.

Beginning with time intervals between adjacent GPS
readings, let’s consider taxi No.19 as an example. On Febru-
ary 5th, 2008, the proportion of its intervals is shown in
Fig. 3. Standard interval is 600s, and tolerance includes
599s and 601s. Intervals of 1200s and 1199s result from
data loss and subsequent retransmission. Similarly, 1799s
indicates two instances of data loss. For intervals of 826s
and 974s, it was caused by the delayed delivery. If the time
interval exceeds 50% of the normal one, it is regarded as a
delayed interval.
(1) Delay Rate Threshold Determination:

We computed the delay rate for 100 taxis on Febru-
ary 5, 2008. To account for various factors contributing to
delays like weather and network conditions, we employed
log-normal distribution for fitting GPS transmission delays.
The density function of this distribution is:

p(x) =
1

xσ
√

2π
exp−

(ln x−µ)2

2σ2 (9)

Illustrated in Fig. 4(a), the fitting outcome for delay rate
yields parameters µ = −2.7242 and σ = 0.4991. Subse-
quently, we derive the delay rate threshold using the follow-
ing formula:

Fig. 3 The time-interval proportion of No. 19 taxi sending GPS.

Fig. 4 Real data based simulation results.∫ a

0+ p(x) dx∫ ∞
0+ p(x) dx

= k (10)

The parameter k can be tailored based on specific demand
scenarios. Subsequently, the value of a can be computed,
serving as the delay rate threshold. For instance, with k set at
0.6, the resulting delay rate threshold is 7.45%. This implies
that taxi drivers exhibiting a delay rate exceeding 7.45% are
categorized within an unstable network context and fall un-
der Ug.
(2) Velocity Eccentricity Threshold Determination: We
determined the abnormal point rate, which represents veloc-
ity eccentricity. By computing distances from latitude and
longitude data and then deriving velocities from time differ-
ences, we established abnormal velocity values through LOF
analysis. The velocity eccentricity rate, denoting the ratio of
LOF-detected abnormal points to all points, was then calcu-
lated. The velocity’s abnormal values can stem from various
factors. For fitting velocity eccentricity, we employed the
lognormal distribution, yielding parameters µ = −2.1086
and σ = 1.1141, as shown in Fig. 4(b). Employing Eq. (10),
we once again set k to 0.6, resulting in a velocity eccentricity
threshold of 16.1%. This implies that users exhibiting veloc-
ity eccentricity surpassing 16.1% are flagged as malicious
users and grouped under Um.
(3) Interruption Threshold Determination:

If the taxi does not send GPS after the 1800s, we treat
it as an interruption. Considering the time for the driver’s
three meals a day, we allow 3 interruptions.

5.3 Performance Evaluation

In this section, we assess the proposed incentive mechanism
across varied scenarios to discern the effects of LOF,DRIVE,
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Fig. 5 Data quality evaluation.

and key parameters. All simulations were conducted on a
PC equipped with an Intel I7-7700 CPU and 16GBmemory.

5.3.1 Results on Data-Quality Evaluation

We simulated input data by selecting 60 car tracks for one
day. In Fig. 5, the velocity of taxis is depicted. Blue points
signify velocity outliers, with larger points indicating greater
outlier count. Through dataset processing, we acquired time
intervals for each vehicle’s geographic location uploads, av-
eraging its speed during this interval. We further processed
and analyzed data to derive velocity eccentricity and up-
load delay rate, aiding in taxi status determination. Figure 5
demonstrates that, according to the previously mentioned
evaluation process, car No. 12’s velocity exhibits multiple
irregularities. Although its speed eccentricity surpasses the
threshold, the upload delay rate remains low. Consequently,
car No. 12 is identified as malicious due to fraudulent be-
havior. Subsequent assessment of other cars follows. Car
No. 13 exhibits favorable behavior, belonging to the set Ug.
Cars No. 9 and No. 20 both possess minimal outliers. Eval-
uating their latency and upload delay rate, car No. 9’s values
surpass the threshold while No. 20’s remain below it. This
categorizes car No. 9 under Ug and car No. 20 under Ug.

5.3.2 Result on DRIVE Performance

To validate DRIVE’s effectiveness, a comparison was drawn
between our incentive mechanism, DRIVE, and an alter-
native mechanism, Without Quality Aware (WQA) [25] by
evaluating us . Three cases were examined using the taxi data
mentioned earlier, with their parameter settings outlined in
Table 3. Figure 6 illustrates that WQA’s us values are all
negative. This is because WQA might select users from
sets Ug and Um, leading to incomplete task execution. Con-
versely, DRIVE consistently yields positive us values across
all three cases, underscoring its effectiveness. Moreover, we
investigate the impact of N and M on the cost threshold.
Figure 7(a) and 7(b) indicate that during the first period cost
threshold grows along with reward R, but it peeks at a cer-
tain point soon after, that is because all tasks are done and
no more users are needed. We learn that the cost threshold
decreases in M and N .

Fig. 6 The evaluation of server’s utility.

Table 3 Parameters setting.

Fig. 7 Impact of M and N to cost threshold.

6. Conclusion

In this paper, we proposed a data-quality aware incentive
mechanism that aims to solve the problems that crowdsourc-
ing users don’t have the long-lasting passion to provide high-
quality data and that some malicious users might cheat in
data collection. First, we design a data-quality evaluation
method from both signal and semantic perspectives and de-
ploy it in themobile edge computing framework for real-time
data gathering. Then we propose a dynamic reward alloca-
tion scheme based on the LOF method for classified users.
Moreover, we design the DRIVE based on the Stackelberg
game for collaborative tasks. Finally, a realistic case study
is given and real-data experiments are conducted to validate
the superiority of the proposed incentive mechanisms.
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