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SUMMARY  The automatic defect detection for fabric images is an es-
sential mission in textile industry. However, there are some inherent difficul-
ties in the detection of fabric images, such as complexity of the background
and the highly uneven scales of defects. Moreover, the trade-off between
accuracy and speed should be considered in real applications. To address
these problems, we propose a novel model based on YOLOv4 to detect
defects in fabric images, called Feature Augmentation YOLO (FA-YOLO).
In terms of network structure, FA-YOLO adds an additional detection head
to improve the detection ability of small defects and builds a powerful Neck
structure to enhance feature fusion. First, to reduce information loss during
feature fusion, we perform the residual feature augmentation (RFA) on the
features after dimensionality reduction by using 1x1 convolution. After-
ward, the attention module (SimAM) is embedded into the locations with
rich features to improve the adaptation ability to complex backgrounds.
Adaptive spatial feature fusion (ASFF) is also applied to output of the Neck
to filter inconsistencies across layers. Finally, the cross-stage partial (CSP)
structure is introduced for optimization. Experimental results based on
three real industrial datasets, including Tianchi fabric dataset (72.5% mAP),
ZJU-Leaper fabric dataset (0.714 of average F1-score) and NEU-DET steel
dataset (77.2% mAP), demonstrate the proposed FA-YOLO achieves com-
petitive results compared to other state-of-the-art (SoTA) methods.

key words: fabric defect detection, feature augmentation, attention mech-
anism, cross-stage partial, YOLOv4

1. Introduction

Fabric defect detection is very important in the quality con-
trol of the fabric industry, as it can help manufacturers detect
production problems early and improve product quality. By
using efficient detection methods, defects in products can be
quickly and accurately detected, avoiding subjective man-
ual inspection. This saves a lot of time and resources, and
improves the production efficiency. In the past, the defect
detection in the fabric images was performed manually. Be-
cause of the diverse types of fabric defects and the complex-
ity of the background and texture, this work heavily depends
on the experience of inspectors, which is hard to meet the
real-time requirements. Traditional methods [1], [2] based
on computer vision may improve the detection effectiveness,
but they have inherent difficulties, such as low accuracy, slow
speed, cumbersome process, and poor generalization perfor-
mance. In contrast, the detection methods based on deep
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learning has great potential to tackle with these issues.

The computer vision method based on deep learning
adopts an end-to-end (E2E) solution, and automatically ex-
tracts the most descriptive features of the target category
through a neural network, with higher accuracy and less
manual intervention. Many works have been widely applied
in the field of surface defect detection [3], [4], remote sens-
ing image detection [5], medical image processing [6], and
autonomous driving [7], just name a few. These methods are
usually divided into one-stage object detection method and
two-stage object detection method. The one-stage object de-
tection method represented RetinaNet [8], YOLO series [9],
which are characterized by direct regression to obtain detec-
tion results. Compared to the two-stage methods, one-stage
methods have less parameters and higher inference speed.
Among them, YOLOvV4 [10] is widely used in various fields
due to its excellent performance. For example, in the field of
medical imaging, F. Abdurahman et al. [6] added a shallow
large-scale detection layer to detect small objects in blood
microscopic images. For the detection of aircraft objects in
remote sensing images, Y. Yang et al. [5] used the depth-
separable convolution to replace the normal convolution in
the backbone network, at the cost of a certain accuracy loss
in exchange for a significant reduction in the amount of pa-
rameters. In [11], D. Wang et al. also added a large-scale
detection layer for the pest detection. By adding more resid-
ual units in the low-level layers, more feature information for
the precise localization of small pests were extracted accu-
rately. These YOLOv4-based detection methods can adapt
well to their respective application scenarios.

However, for the fabric defect detection scene, the ex-
istence of complex fabric backgrounds and diverse defect
categories can lead to degradation of the detector. Peng et
al. [12] proposed a priori anchor convolutional neural net-
work (PRAN-Net) algorithm to detect all tiny and some spe-
cific fabric defects. Z. Zhao et al. [13] proposed a cascaded
Faster R-CNN for defect detection in fabric images. The
different types of defective images were first pre-classified,
and then Faster R-CNN is used for the specific localization
of defects. For the task of fabric defect detection, J. Wu et al.
[14] proposed a structure with dilated convolutions similar
to the Inception structure, and used it to replace the tradi-
tional convolutions in Faster R-CNN to achieve the diver-
sity of feature extraction. For the defect detection of fabric
images, M. An et al. [15] replaced the backbone network
VGG-16 with ResNet-101 in Faster R-CNN, and added the
feature pyramid network (FPN) structure to perform multi-
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scale prediction, which greatly improved the detection effect.
Zheng et al. [16] added SE attention mechanism in YOLO
to improve the accuracy of fabric defect detection. Luo et
al. [17] used deep separable convolution in YOLO to further
improve the detection rate of the network.

The existing YOLOv4-based detection methods can de-
tect the selected objects very well. However, most of these
methods are oriented to simple objects, and perform poorly
in complex fabric images. After analysis, we believe that
an excellent fabric defect detection method should at least
consider the following issues.

e Small defects occupy a small proportion on large-scale
feature maps and are easily ignored. Thus, too much
information should not be lost during network propa-
gation.

e Due to the variety of backgrounds in fabric images
and unclear distinctions between categories, the model
needs to be more sensitive to global context information
and be able to focus on important defect information
instead of background.

e The semantic misalignment between feature maps at
different levels may lead to information loss or redun-
dancy, thereby affecting the accuracy and robustness of
object detection.

Based on this, we present a novel defect detection method
for fabric images in this paper, called Feature Augmentation
YOLO (FA-YOLO). FA-YOLO is sensitive to global con-
text information and has strong detection capabilities at all
scales. Note that our model focuses on combining some ef-
fective techniques and components with YOLOv4, aiming to
achieve better fabric defect detection performance with less
impact on efficiency. Some existing structures are proven
to be independently effective under a certain architecture
(such as MemFRCN [18] and MobileNet [19]). However,
they may perform poorly or even have negative effects when
the basic architectures are replaced or other structures are
co-embedded. Thus, after conducting independent and joint
experiments on these structures based on YOLOv4, we se-
lect the ones that can achieve consistent improvement, that
is, the improvements brought by these structures are orthog-
onal. Many of these structures cannot be directly applied to
YOLOV4, so some modifications are required. Compared
with YOLOv4, it achieves higher detection accuracy and
greatly reduces the amount of model parameters. The main
contributions of this paper are as follows:

e We introduce Residual Feature Augmentation (RFA) in
YOLOV4 to perform multi-scale information enhance-
ment on the low-level features after channel reduction,
so as to compensate for information loss of small de-
fects.

¢ By introducing a parameter-free attention mechanism at
an appropriate position, the network can filter out irrel-
evant background information and pay more attention
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to defect features.

e Adaptive Spatial Feature Fusion (ASFF) alleviates the
variability between features at each scale through dy-
namic weighted fusion between layers. We redesign the
basic modules of the feature fusion network with CSP
structure to reduce the complexity of the network.

e Multiple experiments based on three public industrial
datasets (Tianchi, ZJU-Leaper and NEU-DET) are con-
ducted. Results show that the proposed method effec-
tively improves the performance in fabric defect detec-
tion. It outperforms other state-of-the-art (SoTA) de-
tection methods on multiple metrics while maintaining
real-time detection performance.

The rest of the paper is organized as follows. In Sect. 2,
the proposed method is described in detail. Section 3 pro-
vides multiple sets of experimental results and performance
analysis. Section 4 concludes this paper.

2. Framework of Feature Augumention YOLOv4 (FA-
YOLO)

Our proposed FA-YOLO includes Backbone, Neck and Head.
The overall architecture of FA-YOLO is shown in Fig. 1. The
parts different from YOLOv4 are marked in red.

2.1 Backbone

The feature extraction network of YOLOv4 is CSPDark-
net53. Compared with ResNet50, CSPDarknet53 has
slightly lower classification accuracy, but higher accuracy
in object detection. Note that the architecture of CSPDark-
net53 conforms to all optimal architectural features obtained
by the network architecture search (NAS) technique [10], and
direct embedding of other modules will result in performance
degradation. As the network level becomes deeper, the re-
ceptive field of each unit on the feature map becomes larger
and the semantic information becomes richer. However, due
to reduction of the resolution, the position information will
also be lost, which is adverse for detecting small objects.
On the contrary, the low-level features are rich in geometric
details due to their smaller receptive field and larger image
resolution [20]. Thus, in order to specifically detect a large
number of small-scale fabric defects in the dataset, we add
an additional large-scale feature map as output. This means
that we select output results of the last four downsamplings
layers C2, C3, C4, and CS5 in the backbone as the input for
the subsequent Neck fusion.

2.2 Neck

Considering the characteristics of fabric defects, we intro-
duce the following structures and methods to improve the
detection effect. Among them, the SimAM module, RFA
module, and ASFF module are more helpful for fabric defect
detection, while the other structures will slightly improve the
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Fig.1  Illustration of FA-YOLO network architecture.

effectiveness of fabric detection while improving the general
detection effect.

2.2.1 SimAM Module

Interference from complex backgrounds can cause textural
features of fabric targets to be overwhelmed. The atten-
tion mechanism can dynamically assign weights to features,
and thereby emphasizing important features and suppress-
ing noisy features. In order to effectively improve expressive
ability of the network with a small computational cost, we in-
troduce the parameter-free attention module SimAM to filter
the interference from complex backgrounds.

The SimAM module finds the importance of each neu-
ron through the energy function, which can infer three-
dimensional weights from the current neurons, so that the
network can learn more discriminative neurons to highlight
important features. In addition, since the 3D attention mech-
anism can highlight neurons with spatial inhibitory effects,
the problem of feature misalignment caused by direct su-
perposition of features of different scales is alleviated to
a certain extent [21]. The following equation is the energy
function defined in the SimAM module to measure the linear
differentiability between neurons,

M-1
1
wnbiyox) =gy QLT - b
i=1

+ (1 = (wt + b)) + Aw?,

where ¢ and x; represent the target neuron and other neurons
of a single channel in the input feature X, and i is the index
in the spatial dimension. M is the number of neurons on
the channel, and w; and b, are the weights and biases of the
linear transformation, respectively.

Moreover, this equation has a closed-form solution by

assuming that all pixels on a single channel follow the same
distribution, resulting in following expression for the mini-
mum energy.

. 452+ Q)

e, = s
Lt -p)?+262+22

2

A M A A
where i = ﬁ Y=y Xi and 6% = ﬁ Yoy M(x; — f)?, the
importance of each neuron can be obtained by ei

The “diamonds” symbols in Fig. 1 represer;t where we
embed the attention module SimAM to the Neck.

2.2.2 Residual Feature Augmentation

The features extracted by the backbone network are all
dimensionality-reduced before feature fusion, which will in-
evitably result in information loss. In fabric defects, there
are many small and oddly shaped defects, which will in-
evitably cause the loss of necessary boundary features. In
order to alleviate the loss of boundary features of defects,
we perform RFA on the dimensionality-reduced features.
First, multi-branch adaptive pooling is used to obtain feature
maps of different scales. The adaptive spatial fusion (ASF)
structure is then used for weighted fusion. The weights are
generated in the form of Convolution + Sigmoid, similar to
the attention mechanism. Finally, the result M6 containing
multi-scale information is fused into the dimension-reduced
feature M5. The RFA and ASF structure are shown in Fig. 2.
Different from the operation of enhancing high-level seman-
tic information in AugFPN, we introduce RFA to reduce the
information loss of low-level features for small fabric defects.

2.2.3 Large-Scale Detection Layer

In the original YOLOV4, the sizes of the feature map used for
prediction are m/8 X m/8, m/16 x m/16, and m/32 x m/32
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when the input scale is set as m X n. These feature maps
are not conducive to the detection of small objects due to
their low resolution. Therefore, we additionally output a
feature map of m/4 X m/4 in Backbone network, and fuse
the feature maps of these four scales in Neck. Finally, the
fused feature maps of m/4xm/4, m/8xm/8, m/16 X m/16,
and m/32 X m/32 scales are used for multi-scale prediction.

2.2.4 Adaptive Spatial Feature Fusion

Due to the inconsistency of semantic information between
layers, it may cause conflicts by directly adding or concate-
nating fusion of feature maps, so that the features of each
scale cannot be fully utilized. Therefore, ASFF is performed
on the four output feature maps P2, P3, P4, and P5 before
prediction. ASFF enables the network to directly learn how
to spatially filter features at other levels, and thereby retain-
ing only useful information for combination. For features
at a certain level, features at other levels are first resized to
the same resolution and simply integrated. They are then
trained to find the best blend. At each spatial location, fea-
tures from different levels are adaptively fused together. It
dynamically learns the weights for feature fusion at differ-
ent scales, and introduces almost negligible inference time
[22]. Furthermore, cross-layer information exchange is bet-
ter facilitated through direct feature fusion between layers.
In other words, the high-level layers can convey sufficient
semantic information to the low-level layers more easily, and
the low-level layers can also provide positioning information
that high-level layers neglect. The calculation formula for
executing ASFF is as follows:

m _ mp2om m p3—m mpd—m mpS—m
Yii=a Py + B P +y P+ A P
(3)

where Y:.’J? represents the feature vector at position (i, j)
in the output feature map Y. P'”" represents the feature
vector at position (7, j) in the feature map adjusted from level
k(k =2, 3, 4,5) to level m. a{;‘, ﬁf;?, y{;l, /llf;? respectively
represent the weighted parameters for the fusion of feature
maps from four different levels, which are obtained by 1 X 1
convolution of input feature maps from different levels and
then obtained through the softmax function. It follows the
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following constraints:

alf + B+ A =1 4

2.2.5 Activation Function

Compared with other activation functions, Mish performs
better in object detection tasks. Considering its relatively
high complexity, we only upgrade the activation function in
the BottleneckCSP module from the LeakyReLU to Mish.

2.2.6 Structural Optimization

Since CSPDarknet53 is relatively lightweight, the computa-
tionally intensive part of the YOLOv4 network is mainly in
Neck. Thus, in order to reduce complexity of the network
and the smallest impact on the accuracy of the network, we
first use the CSP structure to optimize convolutional blocks
in Neck. Through the clever design of the CSP structure,
the learning ability of the convolutional block can be en-
hanced, while reducing the amount of network parameters
and the burden of inference. We use the number of channels
on each branch of the Bottleneck module, thereby greatly
reducing the network parameters. Moreover, we find that
the accuracy of the model decrease after replacing the con-
volutional block before SPP with a BottleneckCSP module,
and thus we retain it at first. Consider the number of chan-
nels in the deep layer of the network is huge, we remove the
SPP module and the previous Conv 3x3 convolutional block
together, which greatly reduces the amount of network pa-
rameters and accelerates the inference speed. By performing
this, it can be found that the accuracy of the network is even
slightly improved. Figure 3 shows a comparison of the two
structures.

2.3 Head

Due to the diversity of fabric defects in dataset, the original
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Table 1
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The results of the integration of components based on the YOLOv4 baseline. (“v”” means

that the structure is contained, and “-” means that the structure is not contained). “Partial CSPized”
means that part of the convolutional block in the PAN is replaced with a CSP structure).

Group  Partial CSPized  Detection Head ~ ASFF RFA  SimAM  w/o SPP NMS-finetuned = mAP/%  Param size/MB
Gl - - - - - - - 65.2 244.2
G2 v - - - - - - 65.4 171.6
G3 v v - - - - - 67.0 172.5
G4 v v v - - - - 69.3 195.7
G5 v v v v - - - 69.9 198.6
G6 v v v v v - - 71.0 198.6
G7 v v v v v v - 71.2 174.6
G8 v v v v v v v 72.5 174.6

three shapes of prior anchor boxes for the Pascal VOC dataset
do not cover most cases well. Therefore, we increase the
number of prior anchor boxes on each unit to 5 and use the k-
means++ algorithm to generate them. Corresponding to the
design of the previous Neck, we add a large-scale detection
head at the end for better detection of small objects.

3. Results
3.1 Experimental Setup

We use PyTorch to implement the networks and experiments
with an NVIDIA GeForce RTX 2070 GPU. FA-YOLO starts
to train with an initial learning rate of le-2, and the strategy
is cosine learning rate decay. SGD is selected as the opti-
mizer, and the values of momentum and weight decay are
set to 0.928 and 0.0005, respectively. Three metrics, includ-
ing average precision (mAP), frames per second (FPS), and
model storage size (Model size, MB), are used to evaluate
the performance of each detector. In the experiments, the
ratios of training, validation, and test sets are, respectively,
selected as 0.75, 0.1, and 0.15.

3.2 Introduction of Real Industrial Datasets

The effectiveness of FA-YOLO is evaluated based on three
real industrial defect datasets, including the Aliyun Tianchi
fabric dataset [23], ZJU-Leaper defect dataset [24], and sur-
face defect dataset of steel strip (NEU-DET) [25].

1) Tianchi fabric dataset: this dataset contains 4371
images with defects and 4371 normal images, including 15
types of defects. Due to the high similarity between certain
defect categories in the Tianchi dataset, in our experiment,
we selected 9 representative defect categories with a larger
sample size as our benchmark dataset, including ‘sewing’,
‘sewing_print’, ‘scrimp’, ‘bug’, ‘flaw’, ‘color_shade’, ‘miss_
print’, ‘hole’, and ‘fold’. The original size of each image
is 4096x1696 in pixel. Each image is divided into two
sub-images of 2048x1696 in pixel, and the images without
defects are removed. Finally, 4972 images are collected as
the new dataset. Among them, 3592 pieces are randomly
selected for training, 634 pieces are used for validation, and
746 pieces are used for test.

2) ZJU-Leaper dataset: this dataset is a fabric de-
fect dataset released by Zhejiang University, which contains
98777 high-quality images, including 27650 defect images.
It is divided into five main texture groups. Each group con-
tains 3~5 similar patterns. In ZJU-Leaper dataset, simple
patterns (such as solid and striped patterns) are integrated
into Group 1. Group 2 consists of patterns with small re-
peating patterns (or primitives), such as grids and dots, which
display a clear visual arrangement. Group 3 and Group 4 are
respectively composed of checkered and floral fabrics, with
complex arrangements or patterns. Finally, four types of
grey fabrics (neither bleached nor dyed) are collected from
the factories that formed Group 5.

3) NEU-DET dataset: this dataset contains six kinds
of steel surface defects, including rolled-in scale, patches,
crazing, pitted surface, inclusion and scratches. There are
1800 grayscale images in total, with 300 samples for each
category of defects.

3.3 Ablation Experiment

In order to further analyze the performance of the improved
YOLOv4 model, we decompose model into 8 groups (G1,
G2, ---, G8), each of which is improved on the basis of
the previous group. The experimental results are shown in
Table 1.

As shown in Table 1, the consistent improvements can
be obtained by integrating each component into the base-
line. Gl is the original YOLOV4, used as the baseline. The
results of G2 show that by introducing the CSP structure
in Neck, the model size can be reduced to 171.6 MB, a re-
duction of 72.6 MB, and the accuracy can also be improved.
This shows that the partial replacement of the CSP struc-
ture is very beneficial for detection. Note that replacing all
convolutional blocks in Neck with CSP structure will result
in a slight drop in accuracy, which is inconsistent with our
goal. For the generation of the aspect ratios of the anchor
boxes, we compare the effects of two clustering algorithms,
k-means and k-means++. The number of cluster centers k
is used as a variable, and the average intersection over union
(IoU) is selected as an indicator. The comparison results
are shown in Fig.4. It can be seen that the performance
of k-means++ is always better than k-means. Thus, the k-
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Table 2  Class-wise performance comparison (mAP) between FA-YOLO and other SoTA methods

based on Tianchi fabric dataset.
Methods sewing sewing_print bug hole scrimp flaw miss_print  color_shade fold mAP/%
Faster R-CNN [26] 733 77.0 86.8  50.8 41.7 58.3 56.0 66.1 87.9 66.4
Cascade R-CNN [27] 84.3 78.9 833 481 355 60.6 56.9 74.9 87.3 67.8
Sparse R-CNN [28] 84.8 86.3 69.8 579 329 53.3 50.6 69.4 85.5 65.6
YOLOV3 [29] 89.8 71.2 720 432 45.1 54.5 14.7 334 82.1 56.2
YOLOv4 [10] 89.7 81.6 759 484 54.0 65.7 31.7 522 87.8 65.2
YOLOX [30] 90.5 79.5 858 413 47.7 55.0 32.1 64.2 79.1 63.9
YOLOV4-CSP [31] 89.5 71.7 755 452 50.9 64.1 26.9 43.0 86.3 62.1
QueryDet [32] 86.6 81.9 874 478 45.4 57.0 49.2 67.9 90.0 68.1
Proposed 80.8 74.6 92.1 547 42.6 69.7 69.8 83.9 83.7 72.5
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Fig.4 Comparison between k-means++ and k-means algorithms. The
vertical axis is the average IoU, and the horizontal axis is the number of
clustering centers.

means++ algorithm is selected to generate the anchor boxes
in our method. From the experimental results of G3, it can
be seen that using the k-means++ algorithm and adding de-
tection head can increase mAP by 1.6%. Note that adding
the detection head in the low-level layer will not have a great
impact on the parameter due to the small number of chan-
nels. In G4, we perform adaptive spatial feature fusion on
the output of PAN to enhance direct information exchange
between various layers. In this way, a mAP improvement
of 2.3% is achieved at the cost of an additional 23.2 MB of
parameters. After a trade-off, we also introduce it into the
network. In G35, it has achieved a 0.6% mAP improvement
over G4, introducing only 2.9 MB of additional parameter
cost. The reason is that we have compensated for informa-
tion loss caused by dimensionality reduction of 1x1 convo-
lutional. In the follow-up G6, by introducing the attention
mechanism at the locations with rich information, an im-
provement of 1.1% on mAP is achieved without introducing
additional parameters. It shows that embedding the attention
mechanism in the right position does bring some benefits, as
it can filter out interference from complex backgrounds to a
certain extent. In G7, we use SPP optimization to improve
our model by 0.2% on mAP, and reduce the number of pa-

Table 3  Performance comparison between our proposed FA-YOLO and
other SOTA methods based on Tianchi fabric dataset.

Methods mAP/% Model size(MB) FPS
Faster R-CNN [26] (ResNet-50+FPN) 66.4 3154 15
Cascade R-CNN [27] (ResNet-50+FPN) | 67.8 552.9 10
Sparse R-CNN [28] (ResNet-50+FPN) 65.6 - 12
QueryDet [32] 68.1 3155 16
YOLOV3 [29] 56.2 235.2 36
YOLOv4 [10] 65.2 244.2 48
YOLOv4-CSP [31] 62.1 200.4 51
YOLOX [30] 63.9 71.9 69
Proposed 72.5 174.6 40

rameters by 24.0 MB. Finally, by adjusting the threshold of
non-maximum suppression, we achieve the best accuracy of
72.5% on mAP. Through the above steps, we have steadily
improved the performance of YOLOv4, without any other
tricks. The obtained FA-YOLO improves the mAP value by
7.3% compared to the baseline, and maintains original real-
time performance under the premise of reducing the amount
of model parameters by 28.5%.

3.4 Performance Comparison with Other SOTA Methods

Several SoTA models, including Faster R-CNN, Cascade
R-CNN, Sparse R-CNN, QueryDet, YOLOX and Scaled-
YOLOvV4, are also performed for comparison. Three pa-
rameters, including mean average precision (mAP), model
size, and frame per second (FPS), are used to evaluate the
performance of various methods.

The first set of experiments is from Tianchi dataset. The
results are shown in Table 2 and Table 3. It can be seen from
Table 2 that our FA-YOLO has achieved the best mAP val-
ues, and the best performance in ‘bug’, ‘flaw’, ‘miss_print’
and ‘color_shade’ defect categories. Compared with three
one-stage methods, YOLOv3, YOLOv4, and YOLOv4-CSP,
our method improves significantly in accuracy, surpassing
their mAP values of 16.3%, 7.3%, and 10.4%, respectively.
YOLOX performs best in the ‘sewing’ defect category, but
its mAP is 8.6% lower than our proposed model. QueryDet
performs best in the ‘fold” defect category, but its mAP is
4.4% lower than our proposed model. Furthermore, for some
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(a) results of YOLOV4 model

(b) results of FA-YOLO model

(c) dense defects of FA-YOLO model (d) overlapping defects of FA-YOLO

Fig.5

two-stage methods, such as Faster R-CNN, Cascade R-CNN,
and Sparse R-CNN, our method not only respectively out-
performs them by 6.1%, 4.7%, and 6.9% on mAP, but also
it has great advantages in model size and inference speed.

Figure 5 shows the detection results of our FA-YOLO
model for complex fabric images. The results in Fig. 5(a) and
(b) respectively from YOLOv4 and FA-YOLO models. It can
be seen that our method can detect the ‘hole’ defects, which
are ignored by YOLOv4, with a high degree of confidence.
Furthermore, our FA-YOLO can well detect dense defects in
fabric images with complex backgrounds. This is confirmed
by Fig. 5(c) and (d). As we see, some dense and overlapping
defects can be successfully located by our FA-YOLO model.

Considering the two-stage methods have no advantages
over the one-stage methods in terms of model parameters
and inference speed, we only compare our method with the
one-stage methods. For our proposed FA-YOLO, the model
size is 174.6 MB, which is 69.6 MB less than YOLOv4
and 25.8 MB less than YOLOv4-CSP. The main reason is
that we optimize the convolutional block by introducing a
lighter CSP structure, and removing the SPP of the network
and its previous convolutional block. In addition, FA-YOLO
reaches 40 FPS in the inference speed of the model, which
is only 8 FPS lower than YOLOvV4, surpassing YOLOv3
and QueryDet, which may meet requirements of real-time
detection in industrial scenarios. Note that in real industrial
application scenarios, the FPS of the general algorithm is
above 30, which can meet the needs of real-time detection.
In particular, the performance of YOLOX is very impressive,
with an inference speed of 69 FPS and a model size of 71.9
MB. Although our proposed FA-YOLO is slightly lower in
inference speed than YOLOv4 and YOLOX, it is generally
believed that the accuracy is more important when real-time
performance of detection is required.

The second set of experiments come from ZJU-Leaper
dataset [24]. According to the evaluation indicators in [24],
we use Fl-score to evaluate the performance of different
models. The comparison is shown in Table 4. As we see,
FA-YOLO has achieved the best overall score based on 5
sets of data, and the average Fl-score from 5 sets of data
reaches 0.714. Our best results are respective achieved in
Group2, Group3 and Group5. Note that Group2 and Group3
are relatively complex backgrounds of fabric patterns. It
can be seen that FA-YOLO also shows a strong advantage in

model

Detection results of our FA-YOLO for complex fabric images.

Table4  Comparison between test results (F1-score) of various methods

and proposed FA-YOLO based on ZJU-Leaper dataset.

Methods Groupl Group2 Group3 Group4 Group5 Overall
Faster R-CNN [26] 0.642 0.701 0.612 0.624 0.542 0.624
Cascade R-CNN [27] | 0.697 0.712 0.702 0.674 0.521 0.661
Sparse R-CNN [28] 0.708 0.715 0.682 0.704 0.738  0.701
QueryDet [32] 0.713 0.702 0.696 0.681 0.732  0.705
YOLOV3 [29] 0.564 0.608 0.653 0.602 0.506 0.587
YOLOX [30] 0.651 0.680 0.648 0.617 0.731  0.665
Proposed 0.694 0.728 0.729 0.663 0.756  0.714
Table 5  Comparison of test results of various methods and proposed
FA-YOLO based on NEU-DET dataset.

Methods Backbone  mAP/%

Faster R-CNN [26] ResNet-50 76.6

Cascade R-CNN [27] | ResNet-50 75.8

Sparse R-CNN [28] ResNet-50 74.5

YOLOV3 [29] DarkNet 72.3

YOLOV4 [10] CSPDarkNet  71.1

YOLOX [30] CSPDarkNet  75.3

Proposed CSPDarkNet ~ 77.2

defect detection for complex backgrounds.

In order to further verify the effectiveness of FA-YOLO,
we also conduct the third set of experiments based on public
NEU-DET dataset (steel defect). The comparison results are
shownin Table 5. It can be seen that the mAP of our proposed
method has reached the highest, scoring 77.2%. Although
we do not optimize the model for this dataset, our model still
achieves good results. This also prove that our method may
have good generalization ability to other industrial defect
datasets. To sum up, compared with other SOTA methods,
our FA-YOLO model has achieved significant advantage in
accuracy under the condition of satisfying real-time defect
detection in industrial scenarios. FA-YOLO also presents
better performance to locate targets in fabric images with
complex backgrounds.

4. Conclusion

In this paper, we propose a novel defect detection method
(called FA-YOLO) for fabric images based on YOLOvV4.
The k-means++ algorithm is first used to perform dimen-
sionality clustering to generate prior anchor boxes. Then,



YU et al.: FA-YOLO: A HIGH-PRECISION AND EFFICIENT METHOD FOR FABRIC DEFECT DETECTION IN TEXTILE INDUSTRY

we unify the large-scale detection head, residual feature aug-
mentation, CSP structure, attention mechanisms, and ASFF
in YOLOv4. Through these strategies, we have greatly
strengthened the efficiency of feature fusion and improved
the learning ability of the network. Experimental results
based on real industrial datasets demonstrate the effective-
ness of our method. By comparison with other models,
FA-YOLO shows better detection performance. Note that
the proposed method is implemented in pure Pytorch and no
other acceleration methods are used, there is still a lot of room
for improvement in the inference speed of the model. Future
works include the use of structural re-parameterization to
achieve lossless model pruning and the use of C language to
compile some modules for acceleration.
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