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PAPER
A Multiobjective Approach for Side-Channel Based Hardware
Trojan Detection Using Power Traces

Priyadharshini MOHANRAJ†a), Student Member and Saravanan PARAMASIVAM†b), Nonmember

SUMMARY The detection of hardware trojans has been extensively
studied in the past. In this article, we propose a side-channel analysis tech-
nique that uses a wrapper-based feature selection technique for hardware
trojan detection. The whale optimization algorithm is modified to care-
fully extract the best feature subset. The aim of the proposed technique is
multiobjective: improve the accuracy and minimize the number of features.
The power consumption traces measured from AES-128 trojan circuits are
used as features in this experiment. The stabilizing property of the feature
selection method helps to bring a mutual trade-off between the precision
and recall parameters thereby minimizing the number of false negatives.
The proposed hardware trojan detection scheme produces a maximum of
10.3% improvement in accuracy and reduction up to a single feature by
employing the modified whale optimization technique. Thus the evaluation
results conducted on various trust-hub cryptographic benchmark circuits
prove to be efficient from the existing state-of-art methods.
key words: feature selection, hardware trojans, whale optimization algo-
rithm, binary conversion, power traces, machine learning

1. Introduction

Research in the area of Hardware Trojan (HT) detection is
prevailing for more than a decade now. Due to the increas-
ing complexity of design and time-to-market constraints,
high reuse prevails in Integrated Circuit (IC) industry. In the
different phases of the IC design cycle, design, and fabrica-
tion are the most vulnerable stages of trojan insertion [1].
Due to the involvement of third-party Intellectual Property
(IP) blocks, design tools, standard libraries, and foundries
for fabrication, the two stages: design and fabrication are
considered untrusted. Henceforth the need for HT detec-
tion is essential and never-ending. A brief outline of the
semiconductor IC supply chain is depicted in Fig. 1.

An HT is any addition or modification to a circuit or
system with malicious intention. An HT has malicious goals
such as controlling information, leaking sensitive informa-
tion like a secret key, reducing circuit reliability, and so on.
Thus the system will start malfunctioning before its lifetime
expires. An untrusted IC is one that fails to deliver the
required functionality or one which has an HT inside the
system. HT detection is a way to establish trust in inte-
grated circuits. The design of an HT is stealthy such that
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they are dormant until a rare event triggers it. Even though
the post-fabrication testing and verification happen in the IC
design cycle, the rarely triggering nature of the HTs fails to
be detected. The HT detection approaches are classified as
destructive and non-destructive. The destructive techniques
are expensive and time-consuming. Also, just by testing
a few samples judgment about the entire manufactured lot
cannot be done. The methodologies [2], [3] however aim
to detect any gate alterations in the circuitry, they are not a
practical approach.

The side-channel analysis belongs to the non-
destructive categorywhere the effect of HT is observed in the
physical parameters like transient current, power, path delay,
or electromagnetic radiation. These measures are compared
with the reference expected values to observe the effect of
extra circuitry. A challenge to encounter in side-channel
analysis is the effect of process variations and noise which
masks the trojan effect when the trojan is not triggered. In
literature, an attempt to magnify the side-channel impact of
a trojan is presented in [4]. This technique assures to de-
tect the small sized trojans which may be smaller than the
infected sensor. To isolate the effect of a trojan circuit from
process noise [5], the relationship between dynamic current
and operating frequency was considered. A vector test gen-
eration was proposed to improve the detection rate. Also,
integration with logic testing was done to detect small-sized
trojans. Another concern in side channel techniques is the
reference values. The trust-hub benchmarks [6] have been
treated as a source for study by many researchers which are
considered in this proposed work.

Several side channel activity based HT detection ap-
proaches have been explored in the past. Path delay was
used as a side channel parameter to generate the fingerprints
of an IC family [7]. Further Principle Component Analysis
(PCA) was used to find factors that project the major trends
of the original dataset in a lower dimensionality. Power sim-
ulation analysis based detection was considered to develop a
set of fingerprints from several ICs in a batch and the remain-
ing ICs were verified using statistical tests compared with the
fingerprints [8]. [9] is the first approach to employ a Genetic
Algorithm (GA) to select optimal frequencies of ring oscil-
lators (ROs) from the ring oscillator network (RON). Many
Machine Learning (ML) based HT detection schemes [10]–
[17] have been explored in the literature where gate-level
netlist features were utilized. Area and power related fea-
tures [18] were identified and extracted from the gate-level
netlist. The gradient boost model was used for HT classifica-

Copyright © 2024 The Institute of Electronics, Information and Communication Engineers



826
IEICE TRANS. FUNDAMENTALS, VOL.E107–A, NO.5 MAY 2024

Fig. 1 Semiconductor IC supply chain.

tion and tested using the trust-hub benchmark circuits. Also,
techniques using testability based features for HT detection
have been studied [19]–[22].

Some power consumption based HT detection ap-
proaches [23]–[35] were studied in the literature. In [23]
a hardware trojan detection method in which the statisti-
cal parameters of power were calculated and used as feature
vectors. The features were subject to PCA and further classi-
fied using Linear Discriminant Analysis (LDA). A machine
learning approach based on isolation forest was proposed
by [24] for HT detection employing the power traces as
side channel information. The work [25] is a support vec-
tor machine (SVM) based detection approach to detect HTs
using the power dissipated in a circuit. A Gaussian ker-
nel function is chosen and cross-validated to select the best
C penalty and σ kernel function parameter. For a better
analysis of the SVM model, more trigger circuits and con-
ditions are to be analyzed. This helps to better generalize
the technique. An HT detection approach that employs a
hierarchical temporal memory to detect the anomalies in the
circuit under test is [26]. This technique makes sure the
trojan is triggered and power consumption samples are ob-
tained for both trojan and trojan-free conditions. The work
on power traces based HT detection [27] employing Softmax
Regression has considered the 128-bit AES circuit referring
to the trust-hub benchmarks. A runtime HT detection ap-
proach that involved the power profile of MC8051 without
a golden model in [28]. The controller was implemented in
hardware description language to extract the power and the
trained model was embedded in the controller for online HT
detection employing the k-nearest neighbors (k-NN), naive
Bayesian classification (NBC), decision tree (DT), and deep
learning (DL) techniques. The work [29] based on cluster
analysis of the power profile of AES was developed to prove
the shortcomings of Euclidean distance compared to Maha-
lanobis distance for HT detection. Research work in power
related artificial neural network (ANN) based HT detection
works have also been explored. The approaches [30]–[32]
are power consumption based HT detection methods that uti-
lized the back propagation neural network (BPNN) for HT
detection. [33] is an HT detection method where the extreme
learningmachine (ELM) techniquewas used to detect trojans

in a self-designed sample circuit. A mini AES-8 circuit is
considered in this work [34] for HT detection. PCA is used in
combination with the particle swarm optimization algorithm
to arrive at the optimal set of features. The golden-free HT
detection technique [26] is able to detect trojans with a trig-
ger mechanism alone and the unsupervised model produces
more false negatives, so accuracy cannot be improved above
a certain value. Also, the technique [35] was able to reduce
the false negative rate only when the size of the trojan was
increased. The technique detects foundry inserted trojans
but fails to detect trojans inserted by a rogue employee in the
in-house design team or third-party vendor. Thus, the HT
detection technique with reference model is more capable
of addressing always-on, rarely triggered types of trojan in
the design and fabrication phases with better accuracy and
minimum false negatives.

In this proposed work, the aim is to detect HT with
a minimal number of traces. Rather than increasing the
number of traces, improving the technique and model is
predominant. To bridge the gap between the number of
traces and the ML technique, the improved feature selection
technique plays a major role. The main contributions of this
work are summarized as follows:

• A side-channel analysis based hardware trojan detection
method is proposed to efficiently detect HTswithout any
additional hardware overhead.

• The Whale Optimization Algorithm is modified and
employed for feature selection from the power traces
which is a first of its kind in the existing approaches for
trojan detection.

• The binary conversion of the continuous optimized so-
lution is done and the best feature subset is formulated.

• The k-nearest neighbor classifier is used as an evaluator
with the optimization algorithm.

• The various experimental results prove that the pro-
posed HT detection scheme helps to build an optimum
model with a reduced number of features for the stan-
dard trust-hub benchmark circuits.

The rest of this paper is organized as follows, Sect. 2 presents
a detailed explanation of the power traces, ML classifier,
and the modified feature selection technique adopted, Sect. 3
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discusses the experiment and performance analysis, Sect. 4 is
an experiment on ISCAS’89 benchmark circuits and Sect. 5
concludes the work.

2. Proposed Methodology

2.1 Threat Model

The threat model assumes that the attacker can insert the
hardware trojan either at the design phase or in the fabri-
cation phase of the supply chain. The payload of the in-
serted trojans can leak secret information in a cryptographic
circuit or can modify the output in a non-cryptographic cir-
cuit. Furthermore, considerations for trojan detection using
power side-channel information are also incorporated into
the study environment. This includes designing the IC to
have appropriate power measurement points and ensuring
that the power consumption can be accurately monitored
during its operation. When malicious hardware is inserted
into an IC, the additional computation due to the added ele-
ments is reflected in the power consumption. The proposed
work requires the collection of power traces in the presence
and the absence of hardware trojan for training the machine
learning model. In order to obtain the power traces in the ab-
sence of hardware trojan, IC under test should be fabricated
in a trusted foundry. On the other side, the power traces in
the presence of hardware trojan can be obtained by using
trojan-infected third-party IPs as well as malicious own IPs
in the in-house design team. It is assumed that the evaluator
who prepares the reference trojan-free and trojan-infected
power traces has a deep knowledge of the design, access to
power measurement setup, and expertise to implement the
detection technique.

2.2 Sources of Power Dissipation

The power dissipated by a chip is composed of static and
dynamic power. The ideal power consumption of a golden
IC is:

Pideal = Pstat + Pdyn (1)

In the real scenario, power consumption is always affected by
a noise like process, supply voltage, temperature (PPVT ), and
measurement noise (PM ). So the actual power consumption
of an IC will be:

Preal = Pideal + PPVT + PM (2)

When an HT is inserted into the circuit the extra power
consumption will add up to the circuit. Hence the power
consumption can be expressed as:

PHreal = Preal + PHT (3)

where PHreal is the actual power dissipated once an HT is
inserted in the circuit. The concept of side-channel analysis
is employed in this work. Side-channel analysis (SCA) is a
non-destructive, non-invasive approach to HT detection by

Fig. 2 Proposed feature selection based trojan detection method.

observing the effect of trojan on physical parameters like
transient current, power, path delay, and electromagnetic
radiation. The main advantage of SCA is that even if a
trojan does not cause any malfunction, the presence of extra
circuitry will be reflected in these parameters. Also, the
calculation of power compared to other parameters involves
a practically feasible setup. The brief outline of the proposed
feature selection-based trojan detection method is drafted in
Fig. 2.

2.3 Data Acquisition

In this experiment, 750 power traces (each trojan-free and
trojan)with 10000 sampling pointswere collected to form the
dataset matrix. Various preprocessing steps were followed in
the past like removing high frequencies [24] and averaging to
improve trojan detection. As discussed in the previous sec-
tion, the noise due to process variations suppresses the effect
of HT. So averaging is a very basic and familiar technique
adopted in eliminating PVT noises. Even though averaging
reduces the noise levels to an extent, certain pre-processing
techniques are used extensively in the literature to work on
high-dimensional data in many areas. The two approaches
for dimensionality reduction are feature extraction and fea-
ture selection. Feature extraction transforms the features
into entirely new values based on the combinations of the
original values. The newly extracted features are not easily
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Fig. 3 Variation of (a) accuracy and (b) error rate with k-value.

interpretable, unlike the original feature values.

2.4 Feature Selection

Feature Selection is a pre-processing step that does not trans-
form into new features but creates a subset of the raw features
which provides better interpretability. Feature selection aims
to eliminate the irrelevant features by retaining the ones with
minimum redundancy and maximum relevance (mRMR) in
the dataset. It also reduces the complexity and time con-
siderably which results in better training and testing thereby
creating better optimal models. Feature selection also helps
to avoid overfitting and this enhances the performance. Fea-
ture selection methods are mainly classified into: Filter and
Wrapper methods based on how they interact with the clas-
sifier. Filter methods are generic and pick the intrinsic prop-
erty of the features instead of going by the performance.
They measure the relevance of features by their correlation
with the dependent variables. However, the selection of fea-
tures and the classification process happen independently so
the filter methods are not very efficient. Also, they follow
the local search in a small search space which is overcome
by the wrapper method which collaborates both local and
global optimum. Wrapper methods follow a greedy search
approach by evaluating all possible subsets of the features.
These methods are based on specific machine learning algo-
rithms as evaluators that work hand in hand with the feature
selection process.

2.5 Data Classification

k-NN is the most straightforward classification algorithm. k
in k-NN is the number of nearest neighbors. k-NN uses the
majority vote from k neighboring points to determine the
class of unlabeled data. In general, k-NN is very effective in
categorizing the data points that are nearer to the unlabeled
point and assigns it to the smallest expectedmisclassification
cost. k is the hyperparameter that needs to be tuned at the
time of model prediction. There is no fixed value of k, it
varies according to the dataset. The power traces matrix of

Table 1 Analysis of accuracy values for feature selection techniques.

1500 traces (both trojan-free and trojan-infected) with 10000
sampling points is considered. The number of training and
testing traces are 1050 and 450 respectively. The learned
model is created using the k-NN classifier and the testing ac-
curacy and error rate for the predicted values are calculated.
In this work, the k value is subjected to a range of values from
2 to 15 to examine the accuracy and error rate values. The
value k = 1 is not considered since any new object will be
simply classified to the class of the single nearest neighbor.
Figure 3(a) & (b) shows the accuracy and error rate values for
different k values. The value k = 5 is taken as the optimum
value since it achieves better accuracy with a minimum error
rate value. Hence k = 5 is chosen as the nearest neighbor
for classification pre and post-feature selection evaluation.

When the number of features increases then the num-
ber of traces or data also needs to be increased. This in-
crease in dimension sometimes may lead to a condition
known as overfitting or the curse of dimensionality. To
encounter this problem the need for feature selection arises.
The swarm-based optimization algorithms namely Bat (BA)
[36], Cuckoo Search (CS) [37], Jaya (JA) [38], Harris Hawk
Optimization (HHO) [39], and Salp SwarmAlgorithm (SSA)
[40] in the literature are used in various applications for at-
tribute selection of high dimensional data. The AES-128
trust-hub benchmark circuit is considered here. The T100
trojan trigger is an always-on condition where the detection
process would be quite simple and harder to differentiate the
efficiency between the algorithms. Hence the T1000 trigger
condition is chosen and evaluated with the different algo-
rithms. Table 1 gives an analysis of the accuracy values
achieved by using the mentioned algorithms. By study-
ing some of the feature selection methods for these specific
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power consumption traces, we have streamlined the Whale
Optimization Algorithm (WOA) [41] owing to better perfor-
mance. Hence WOA is effectively used for feature selection
in this proposed work.

2.6 Whale Optimization Algorithm

The WOA is a meta-heuristics optimization algorithm in-
spired by the scavenging behavior of humpback whales. The
humpback whales are involved in the process of encircling
the prey, bubble-net feeding, and searching for the prey.

2.6.1 Encircling the Prey

Humpback whales can first detect the location of their prey
and encircle them. The humpback whales can premeditate
the current best location in the search space since the opti-
mum solution is not known prior. It assumes the target prey
to be the best solution or is close to the optimum. After the
best search position of the whale is defined, the other whales
will update their position toward the best search. This situa-
tion is mathematically modeled as
−→
D = |

−→
C .
−→
X best (t) −

−→
X (t)| (4)

−→
X (t + 1) = −→X best (t) −

−→
A .
−→
D (5)

where t indicates the current iteration, −→X best (t) is the posi-
tion of the best solution, −→X (t) is the current position of the
whale, −→A and −→C are coefficient vectors and (.) represents dot
product multiplication. −→X best (t) is updated in each iteration
once a better solution is encountered. The vectors −→A and −→C
can be calculated as:
−→
A = 2−→a .−→r − −→a (6)
−→
C = 2.−→r (7)
−→a = 2 − t ∗ (2/T) (8)

where −→r is a random vector in the interval [0,1], t is the
current iteration, T the maximum number of iterations and
−→a is linearly decremented from 2 to 0 during the iteration in
both the exploration and exploitation phases.

2.6.2 Bubble-Net Attacking Method- (Exploitation Phase)

Two strategies are modeled to attack the prey using the
bubble-net method.

The shrinking encircling strategy behavior is achieved
by reducing the value of −→a in Eq. (8). This in turn decreases
the fluctuation range of −→A . By varying −→A value randomly
in the interval [−1,1] the new position of the whale can be
defined anywhere between the original position and the best
candidate position. The spiral updating position equation
is modeled by the position of whale and prey to imitate the
helix-shaped movement as
−→
X (t + 1) = −→D .ebl .cos(2πl) +

−→
X best (t) (9)

−→
D = |

−→
X best (t) −

−→
X (t)| (10)

where −→D is the distance between whale and prey during the
ith iteration(the best solution so far), b is a constant defining
the shape of the spiral set as 1, l is a random number in the
interval [−1,1].

2.6.3 Search for the Prey- (Exploration Phase)

The search for the prey randomly with the same strategy
based on the variation of −→A is the exploration phase. The
humpback whales perform a random search based on the
position of each other. This search considers values of |A| >
1 instead of restricting to the reference agent and performs a
global search. The mathematics is modeled as follows:
−→
D = |

−→
C .
−→
X rand(t) −

−→
X | (11)

−→
X (t + 1) = −→X rand(t) −

−→
A .
−→
D (12)

where −→X rand(t) is the random position vector of the whale
from the current population. At each iteration in the WOA
algorithm, the position of the whale is updated either by a
random search or by the best solution obtained. The random
search is performed when |−→A | > 1(exploration) and the best
solution is chosen when |−→A | < 1(exploitation) for updating
the position of the whale.

2.7 Modified BinaryWOAAlgorithm for Hardware Trojan
Detection

The pseudocode of the modified BinaryWhale Optimization
Algorithm (BWOA) is drafted in Algorithm 1. A reference
matrix (Xi j) with random values (xi j) is initialized with the
number of rows equal to N (the number of solutions) and
the number of columns equal to the total number of features
in the power traces dataset (PTr j). Based on the threshold
value of 0.5 random values exceeding 0.5 is set to 1 and those
values below 0.5 to 0. This binary conversion is performed
to selectively choose the best features. Those features are
run through the k-NN classifier to ensure the relevance be-
tween the selected features and calculate the error rate. The
initial fitness value (FFin f ) is set to an infinitely large value.
The fitness value for each iteration from 1 to N is calcu-
lated and the solution corresponding to the least fitness is
moved to −→X best (t). The best set of features is identified by
calculating the fitness value for each solution from 1 to N .
Then, the algorithm finds the best position vector −→X best (t)
in T iterations. The proposed method targets to arrive at the
least fitness value. Here the purpose of feature selection is
multiobjective. It enhances the accuracy and also minimizes
the number of features. This fitness function is formulated
for maximum accuracy (minimum error rate) and also for a
minimal number of selected features. These two objectives
are combined in the fitness function:

FF = αError + β
|S |
|F |

(13)
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Error = 1 − Accuracy (14)

The model plot of the fitness function for AES-T1000 bench-
mark circuit evaluated using the binaryWOA (BWOA) fea-
ture selection technique is depicted in Fig. 4. The error is
computed by the classification algorithm. α is the control pa-
rameter, |S | denotes the length of the reduced feature subset,
and |F | denotes the maximum or total number of features. α
and β are the weights for accuracy and feature reduction re-
spectively, where β = (1− α). Based on literature [40], [42]
various experiments conducted on datasets imply that accu-
racy rates increase with an increase in α. The value of α is
set to 0.99 and β will be 0.01 since the focus is on improving
accuracy and minimizing the number of features. In this
study, the k-NN algorithm works as an evaluator or wrapper
with the feature selection algorithm with Euclidean distance
and k = 5.

The swarm-based WOA [41] is well known for its ad-
vantages over evolution-based algorithms. The swarm-based
algorithms are way ahead in preserving the search space in-

Fig. 4 Plot of fitness function for AES-T1000 circuit.

formation over subsequent iterations instead the evolutionary
algorithms discard them when a new population is formed.
TheWOA is advantageous in its good exploitation capability.
The balance between the exploration and exploitation phases
helps to avoid the local optima and approach the global op-
timum. In this way, the WOA best suits our problem to find
the best position and thereby extract the best features. The
WOA algorithm performs the search for the best position
value −→X best (t) for 1 to T iterations. The binary conversion
for−→X best (t) is performed and steps 3 to 12 inAlgorithm 1 are
repeated to arrive at the best fitness value. The number of so-
lutions and the number of iterations for this feature selection
is chosen as N = 10 and T = 100 [40], [42]. Some experi-
ments conducted in literature with these N and T values on
more sensitive datasets have managed to show better results.
Also, it is seen fromFig. 4 that the algorithm converges above
60 iterations. Considering all the other benchmark circuits
and their convergence rate these values are chosen.

3. Experiment and Performance Results

3.1 Experimental Setup

In this proposed work, the Advanced Encryption Standard
(AES-128) trust-hub benchmark circuit is evaluated. The
power traces acquisition experimental setup is depicted in
Fig. 5. The SAKURA-G FPGA board is used in this experi-
ment for implementation and verification. The bitstream file
is transferred to the FPGA and the power traces are acquired
using a MSOX3104T oscilloscope at 1GHz frequency and
sampling frequency of 5G samples/sec. Figure 6 is a sample
power trace of the AES-T1100 benchmark circuit.

3.2 Performance Analysis

To analyze the efficacy of our proposed approach, the differ-
ent types of trigger conditions are inserted in the AES-128
golden circuit and tested independently. The effectiveness
of the proposed model is tested initially by performing a
classification with k-NN classifier prior to feature selection.
Except T100 others are internally triggered Trojans. T100
belongs to the always-on type activationmechanism. Table 2
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Table 2 Classification with k-nearest neighbor classifier.

Fig. 5 Data acquisition experimental platform.

Fig. 6 Sample power trace of AES-T1100.

gives information about various evaluation metrics and trig-
ger conditions when different types of trojans are inserted
and classified using k-NN. The payload is to leak the key
information through a secret covert channel which remains
the same for all the circuits.

The classification metrics play a major role to evaluate
the predictions of the model. Accuracy is one of the simplest
yet universal metrics to measure the strength of the model.
It is the number of correct predictions to the total number of
predictions made.

Accuracy =
TP + T N

TP + T N + FN + FP
(15)

where true positive (TP) is the number of HT samples pre-
dicted as HT correctly, false positive (FP) is the number
of HT-free samples predicted as HT samples wrongly, false
negative (FN) is the number of HT samples predicted as HT-
free sampleswrongly and true negative (T N) is the number of
HT-free samples predicted correctly as HT-free itself. The
recall is a measure of our model correctly identifying the
true positives. It also refers to how accurately our model
can identify the problem of concern. Precision is the ratio

between the true positives and all the positives. Precision is
a measure concerned only with the relevant data points.

Recall =
TP

TP + FN
(16)

Precision =
TP

TP + FP
(17)

Often there may be situations where, accuracy might
be very high but precision or recall might be low which
must be avoided. Ideally, the aim is to detect the maximum
number of trojans. Improving recall will indirectly decrease
precision. So the focus is to have a trade-off between recall
and precision. In such a situation it gets meaningful to work
with a single metric the F-measure also referred to as the F1-
score or f-score. F-score is the harmonic mean of precision
and recall.

F1score = 2 ∗
Precision ∗ Recall
Precision + Recall

(18)

F1-score approaching one refers to a better value and
nearing 0 refers to a worse value. The Area under the ROC
curve (AUC) is another performance metric suitable for bi-
nary classification problems. The receiver operating charac-
teristic (ROC) curve is a plot between the false positive rate
(fpr) and the true positive rate (tpr). TPR refers to how good
the model is at predicting the true class when the outcome
is actually positive. FPR is the opposite which refers to how
often an outcome is predicted as true when the actual out-
come is false. The AUC is an approximate integral under the
ROC curve:

AUC =
∫ 1

0
ROC(x)dx (19)

The range of AUC varies from 0 to 1 and the value nearing
one is focused on a better model. In this proposed work,
various power consumption related trust-hub benchmark cir-
cuits have been analyzed. The power consumption traces
can be measured under three occurrences: disabled HT, en-
abled HT, and triggered HT. The disabled HT would be a
trojan-free AES-128 circuit. The enabled HT condition is
when there are some extra malicious circuitry but not sure
if the trojan would be triggered or not. The triggered HT
condition is when the trojan is triggered by a particular in-
put or physical condition. In the practical scenario, mostly
the trojan is only triggered by some rare activation condi-
tion. In literature, some of the power consumption related
works [23], [24], [27], [29], [30], [32]–[34] have failed to
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Table 3 Improved performance metrics of the BWOA feature selection method.

Fig. 7 Improvement in (a) accuracy and (b) recall by the BWOA technique.

mention this triggering schema. The information on which
scenario the power traces are acquired is essential to evalu-
ate the model’s efficiency in a better way. However, in this
proposedwork, it is made sure the trojan is triggered by a par-
ticular trigger condition by creating a practical environment
to attain an HT detection measure.

From Tables 2 and 3 it is evident that there is a steady
improvement in the evaluation metrics. By taking a close
observation it may be noted that there is a small fall in the
precision values in T1100 and T1200 circuits after applying
the feature selection technique. But the feature selection
method (BWOA) plays a major role to improve the accuracy
and also builds a trade-off between the recall and precision
parameters, which in turn decreases the number of false
negatives. This balancing property of the feature selection
technique shows amaximum of 10.3% improvement in accu-
racy and 18.9% improvement in the recall. Figure 7(a) & (b)
depicts the importance of the BWOA feature selection tech-
nique by showing the increase in accuracy and recall values
by comparing it with the k-NN classifier. The ROC curve
for the various benchmark circuits is shown in Fig. 8. It is
evident that the area approaches the ideal measure 1 for all
the benchmark circuits considered in this work. The feature
selection technique plays amajor role in improving the evalu-
ationmetrics and greatly contributes towards minimizing the
number of features. A 10-fold validation is performed for all
the benchmark circuits and the average of the parameters are
considered. The power consumption traces are subjected to
a maximum reduction of redundant features by the BWOA
method up to a minimum of a single feature for the T100

Fig. 8 ROC curve for the benchmarks.

benchmark circuit. The least number of features obtained
from the 10000 feature vectors while performing the 10-fold
validation in the proposed method is evident from Table 3
for each benchmark circuit.

Table 4 gives a brief of the various existing power
profile-related HT detection methods. In [23] the trojan
trigger inserted is not evident and only a single measure-
ment is used for testing which will not be a robust way to
classify the trojan in the AES circuit. The PCA technique
used in the works [23], [24], [27], [29], [34] does not en-
sure the best feature selection from the dataset but instead
aims at dimensionality reduction. The principal components
being the linear combination of the feature vectors are less
interpreted than the original feature vectors. Also, it tends
to lose the critical characteristics of the HT. In [24] increas-
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Table 4 Various power analysis-based trojan detection methods.

ing the number of iTrees and power traces for accuracy will
rather increase the complexity and processing time of the
whole model. The isolation forest [24] and SVM [25] based
HT detection methods have employed 10000 and 1000 traces
separately for each group. However, in this proposedmethod,
the number of traces is 750 for each group and the BWOA
feature selection technique has made a vast minimization in
the number of features to generate a better accuracy.

In [26] the model is trained using both the benchmark
circuits’ trojan and trojan-free power traces; except for a
single circuit used for testing which follows anomaly detec-
tion. Since data on the number of sample points (features)
and traces considered for classification are not mentioned,
the complexity of the technique could not be compared. In
[27] the ML model’s efficiency needs to experiment with
the different trojan-inserted benchmark triggers which are
not evident in their work. The ROC curve is a plot used
to measure the efficiency of classification problems and will
not in any way represent the ability to detect HT. The work
[28] is an HT detection technique for a micro-controller
and [29] uses Mahalanobis distance for the detection tech-
nique. The circuit and detection base varies in these works
[28], [29] compared to the proposed method. The works
[30]–[34] methods are neural network-based detection tech-
niques. Even though the AES-T100 trigger is common with
the proposed work, a BPNN technique is utilized in [30] and
the proposed work uses the k-NN classifier. A classifica-
tion algorithm combined with a feature selection technique
should be fast enough to determine results. k-NN is advan-
tageous in producing results faster at a low cost in minimum
processing time [43]. The HTs are self-designed in which
three trojans are triggered in a sequence with different func-
tionality [31] and secret key leakage type of trojan [32] are
implemented in the AES circuit. The technique [33] uses a
self-designed circuit and three types of HTs to perform the
power analysis. The work [34] is one similar technique to

Table 5 Comparison with existing power-related techniques.

the proposed work which has involved the PSO algorithm for
feature selection but, only a sub-module of the AES circuit
is considered whose complexity is less.

Even though there are several works in the literature
with power profile-relatedHTdetection techniques theworks
[24], [25] and [30] are works that have employed similar
benchmark trojan trigger circuits. The work [24] employs
an unsupervised technique but this is the only existing tech-
nique related to power analysis with the similar T100, T1000,
T1100, and T1200 triggers. The works [25] (SVM) and
[30] (BPNN) have considered the T100 trigger condition
in common with the proposed technique. The techniques
with common circuit and trigger conditions with the pro-
posed method are listed in Table 5. It is to be noted that the
proposed method has outperformed the existing [24], [25]
ML techniques in accuracy by considering similar trigger
conditions. The proposed technique has also achieved 100%
accuracy comparable with the BPNN technique [30] but with
single feature reduction. The proposed technique is efficient
in scaling and independent with respect to the circuit and
power values, thus the testing dataset dimension varies for
each trigger condition as seen in Table 5.
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Table 6 Classification metrics of ISCAS’89 circuits with k-NN and BWOA.

4. Experiment on ISCAS’89 Circuits

The proposed technique is further investigated using the IS-
CAS’89 benchmark circuits to test the effectiveness of the
feature selection technique. The trojan is inserted in the cir-
cuit, where the trigger is a rare instance and the payload will
produce a change in the output data. The payload part in-
volves some circuitry that includes a reasonable overhead of
5% of the total number of gates in the original circuit. Here
500 power traces (each trojan-free and trojan-infected) with
5000 sampling points are collected to form the classification
dataset. The BWOA technique is further applied to improve
classification efficiency. The number of solutions and the
number of iterations for this specific power traces dataset is
chosen as N=10 and T=100. The algorithm was found to
converge earlier before 50 iterations. Hence the number of
iterations is fixed as T=50.

Table 6 lists the evaluation metrics of the s298 and
s526 benchmark circuits with k-NN classifier and the pro-
posed BWOA feature selection technique. The percentage
of accuracy depends on the effect of the payload and the
number of traces acquired. As observed in the AES circuits,
there is a steady improvement in the recall parameter which
reduces the number of false negatives. A maximum of 7.2%
and 8.3% increase is observed in the recall and precision val-
ues of the s526 circuit. However, by slightly increasing the
number of power traces acquired the classification accuracy
can be still improved.

5. Conclusion

In this paper, we propose a novel technique for HT detection
employing the modified BWOA for feature selection. The
continuous optimization solutions are subjected to binary
conversion to apply for feature selection. The feature se-
lection method plays a vital role in improving the accuracy
and recall measures and also reduces the number of features
considerably. The proposed technique also brings a trade-off
between recall and precision values which in turn decreases
the number of false negatives. A maximum of 10.3% and
18.9% improvement in accuracy and recall measures respec-
tively is observed by applying the proposed method. Also, a
noticeable reduction in the number of features up to a single
feature with a minimal number of traces is achieved.

The proposed technique is unique in combining the
modified optimization technique with ML and making its
best use for HT detection. This technique has varied appli-
cations and some of the areas include defense and healthcare.
The future scope lies in analyzing this technique for differ-

ent vulnerable non-cryptographic circuits. Also, we aim to
investigate how the proposed method changes to different
parameter variations of the feature selection algorithm.
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