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SUMMARY  Software Defined Networking (SDN), a new network ar-
chitecture, allows for centralized network management by separating the
control plane from the forwarding plane. Because forwarding and control
is separated, distributed denial of service (DDoS) assaults provide a greater
threat to SDN networks. To address the problem, this paper uses a joint
high-precision attack detection combining self-attentive mechanism and
support vector machine: a trigger mechanism deployed at both control and
data layers is proposed to trigger the initial detection of DDoS attacks; the
data in the network under attack is screened in detail using a combination
of self-attentive mechanism and support vector machine; the control plane
is proposed to initiate attack defense using the OpenFlow protocol features
to issue flow tables for accurate classification results. The experimental
results show that the trigger mechanism can react to the attack in time with
less than 20% load, and the accurate detection mechanism is better than the
existing inspection and testing methods, with a precision rate of 98.95%
and a false alarm rate of only 1.04%. At the same time, the defense strategy
can achieve timely recovery of network characteristics.
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1. Introduction

The Software Defined Networking (SDN) architecture con-
sists of three planes and two interfaces [1]. The southbound
and northbound interfaces, which connect the three planes of
the application plane, data plane, and control plane, respec-
tively. Due to its flexibility, automation and openness, SDN
networks are also becoming more widely used [2]. The most
common and straightforward network attacks technique that
continually poses a danger to the security of the information
world is the Distributed Denial of Service (DDoS) attack.
[3]. The fundamental idea is that the attacker infiltrates the
system and network by flooding the server with a large num-
ber of malicious requests from a large number of terminals
that have been taken over. The server is unable to offer
common users the services they anticipate as a result [4].
However, the characteristics of SDN network architec-
ture also lead to more security risks for SDN networks com-
pared to traditional network architectures [5]. Therefore,
DDoS attacks under SDN networks can be divided into two
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categories:
(1) Attacks against terminals;
(2) Attack against the central controller.

A single point of failure results in the loss of the net-
work’s fundamental functionality when the controller is at-
tacked and cut off from the other network nodes [6]. The
huge amounts of attack traffic are hidden within legitimate
traffic and disguised as normal network data floods, so the
entire network loses basic service capability [7]. The pur-
pose of the attack against the endpoints in the SDN network
is still to drain their resources so that they cannot provide
normal services to legitimate users.

How to improve the SDN network to deal with DDoS
attacks has become the key and the focus of SDN network
development [8]. In the traditional network architecture, the
detection and defense for the DDoS attacks are relatively ma-
ture. This causes the central controller to consume additional
computational load and the southbound interface channel to
add significant communication overhead. As a result, this
work proposes a detection model. When compared to earlier
detection approaches, the algrithm in this model fully utilizes
the computing resources, boosts detection efficiency, and en-
hances detection accuracy. The following is a summary of
this paper’s contribution:

(1) A threshold-based triggering mechanism deployed at net-
work nodes and controllers, respectively, is proposed for two
attack types of DDoS attacks under SDN networks.

(2) We proposed Selfattention-SVM method innovatively
combines the self-attention mechanism and SVM classifica-
tion algorithm applied to attack detection in SDN networks.
(3) A cooperative defense mechanism is designed to im-
plement screening and defense for attack traffic and normal
network burst traffic at the forwarding and control layers to
protect the network resources as well as the computational
resources of the controller.

(4) Extensive experiments are run on a simulated network
to assess the efficiency and efficacy of the suggested ap-
proach. The outcomes demonstrate that the proposed tech-
nique works well in terms of resource use and detection
precision.

2. Related Work

The most used method of attack detection in SDN networks
is still based on threshold [9]. An SDN-based technique
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called FlexProtect was presented by Chen et al. [10] to detect
DDoS assaults by assessing the rate of open TCP connec-
tions. Meanwhile, Wang et al. [11] presented a threshold-
based mechanism called Woodpecker, which assigns a score
to each link in order to identify link flooding attacks. In the
study by Gkountis et al. [12], a lightweight algorithm was
designed to defend against DDoS attacks in SDNs.

Machine learning can be applied to network control
thanks to SDN’s novel application layer [13]. A DDoS de-
tection and defense mechanism were put forth by Cui et
al. [14]. Tt calculates the information entropy of the cap-
tured data to train the SVM defense model. A brand-new
SOM-based DDoS detection method called DSOM was pro-
posed by Phan et al. [15]. A single SOM performs the same
functions as a DSOM module. It trains by extracting and
transmitting part of the data. Wang et al. [16] presented a
security guard strategy (SGS) to safeguard the SDN con-
trol plane against DDoS attacks with BPNN trained by the
extracted attributes.

Machine learning-based attack detection mechanisms
can achieve good results, but also increase power consump-
tion and load. The long response time also leads to the
network not reacting to the attack in time [17]. As a result,
the joint detection is gaining more favor and some progress
is being made.

Threshold-based DDoS detection can be used as a main
rough detection approach or as a trigger mechanism. A de-
tection technique based on a threshold and SVM combination
was described by Yang et al. [18]. Prior to using the SVM-
based DDoS attack detection approach, the IP entropy of the
packets is first established.

Another idea is the combination of multiple machine
learning methods. Initial screening or status determination
using simple algorithms with lower accuracy before detec-
tion using higher accuracy detection mechanisms [19]. Phan
et al. [20] developed an SDN-based defensive system for
DDoS assaults in the cloud. For measuring attack check-
ing, it combines SVM and self-organizing mapping (SOM).
K-Means and KNN were used by Tan et al. to construct a
DDoS detection system [21]. It consists of a KNN-based
traffic detection module and a K-Means-based training data
processing module.

3. Detection and Defense of Attacks on SDN Networks

We suggest a trigger mechanism that works together at the
data plane and control plane to address the problem men-
tioned above. Ituses separate triggers for endpoint and server
attacks, while the combined algorithm of Self-Attention
mechanism and Support Vector Machine deployed in the
controller will precisely detect suspicious traffic after the
trigger. If they are attacked, the defense mechanism of the
attack is activated. Figure 1 depicts the model’s overall
structure. The main body of the control plane is the SDN
controller, and the data plane contain several switches and
hosts. The triggering mechanism of the two planes starts ex-
tracting traffic characteristics after detecting an attack, and
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classifies them through a precise detection mechanism. The
controller then issues a defense strategy against the attack.
The model is discussed in detail in this section.

3.1 DDoS Attacks Detection Triggering Mechanism in the
Data Plane and Control Plane

Some researchers have opted to integrate the controller’s
trigger mechanism. However, this would exhaust the con-
troller’s computational resources as well as the southbound
interface’s communication capabilities. Furthermore, the at-
tack traffic will arrive at the switch first [22]. So we deployed
triggering mechanisms on the switches and the controller.

The data plane trigger mechanism enables the initial
recognition of passing communications. The information
entropy-based trigger method is mostly used to identify ter-
minal threats. The quantity of all matched packets is Ej,
reflected in the flow table entry when a packet matches an
entry. We use Eq. (1) to obtain the number of packets in unit
time At.

Vin = in(t+At)_Ein(t) e

Where V;,, is the amount of variation in matched packets
within At, E;, is the number of packets matching the flow
table entries in the flow table as of moment ¢.

We use the destination address as the main indicator of
information entropy. Then the set of the number of destina-

tion IP addresses N is obtained, and
N:{NI,N29N3,---,Ni,---,Nn} (2)

The total number of IP addresses of the ith endpoint in all
packets matching s flow table entries in time At is Eq. (3).
Then the probability of appearance of IP address of destina-
tion terminal i is shown in Eq. (4).

S
N =) Vim, 3)
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The information entropy is then determined using the Shan-
non entropy formula. The Shannon entropy is decreased
during a DDoS assault because an exceptionally high num-
ber of packets share the same geographical address. Traffic
is regarded as attack data when the entropy value is below
the threshold.

When attacks are launched against the controller, we
compute the packet-in data using monitoring to accomplish
detection. There is a lot of traffic with fake IPs in the at-
tack flow. The switch is unable to determine the traffic’s
forwarding path since they invariably do not correspond to
the entries in the flow table [23]. The switch will now gather
the traffic statistics and deliver it as a packet-in message to
the controller. When the controller receives the packet-in
message, it publishes the flow table. The packet-in message
allows the controller to recognize attacks on its own system.

3.2 Relevant Features of the Precise Detection Method

Since the purpose of attack traffic is to attack, resulting in
its own characteristics are very different from normal traffic
[24]. This section will be based on an examination of the
DDoS attack characteristics and algorithm characteristics,
and it will choose the traffic features that aid to increase
identification accuracy.

DDoS attack flows are short-lived and heavily asymmet-
ric, so the proportion of asymmetric traffic in the network can
grow rapidly. Therefore, asymmetric traffic in the network
becomes an important indicator of DDoS attacks. The attack
uses a different number of packets than regular traffic [25].
In order to quickly consume the bandwidth of the network
link, attackers encapsulate the traffic with too many packets.

Attackers generally use the same IP protocol to attack
the network, which will reduce the randomness of the net-
work IP protocol [26]. Therefore, the entropy value of IP
protocols is also an important indicator. The calculation re-
sults of the trigger mechanism deployed in the forwarding
layer switches discussed earlier are also a distinctive fea-
ture, leveraging them as a data source for accurate detection
algorithms.

After the above analysis, we use the following features
as the base data for the detection algorithm in the controller:
(1) Average number of packets per flow (anpf): Given that
the amount of attack traffic packets differs significantly from
that of regular traffic, this is a crucial indicator of attacks. In
Eq. (5) Npow,, is the total number of flows in At and the N,
is the number of packets in every flow.

Nﬂ"wAt
2. M
i=1

anpf = )

NﬂOWAt
(2) Average flow hold time (aftht): When a DDoS attack takes
place, the duration of each stream will either be very long or
very short. In Eq. Tj,, denotes the holding time of single
flow.
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Z 7}‘1{)w
i=1
afht = —— (0)
NﬂUWAt

(3) Average bytes per second (abps): Due to the attack flow’s
high or low byte density compared to regular traffic, the
amount of bytes passing through the switch will differ from
normal traffic. ¢, is the current moment, ¢,,_; indicates the
previous moment. Meanwhile, b, is the number of bits at
the current moment and b,, , means the number of bits at
the previous moment.

by

abps = b, = bty (7
In —In-1

(4) Asymmetric flow ratio per second (afps): Due to the sig-

nificant increase in attack asymmetric traffic, the percentage

of asymmetric traffic during the attack will increase dramat-

ically. In Eq. (8), Nyow,, and Nggow,, represent the number

of streams with symmetric and asymmetric flow in Az.

N, flowpy

NaﬁowA,
i=1

afps = ®

Nﬁ”“’At Nﬂvwm

Z Naﬂowm + Z Nvﬂ(}wm
i=1 i=1

(5) The entropy of the protocol of the destination IP per
second (epipps): A large amount of attack traffic uses the
same protocol on the same target IP, so the protocol entropy
of the target IP should be significantly lower than that of
normal traffic [27]. Similar to the way the target IP entropy
is calculated for the trigger mechanism.
(6) The entropy of the destination IP per second (edipps):
This comes from the control surface trigger mechanism,
through which it remains an important indicator, and we
will use this data again.

For precise detection, the controller computes and
stores the information properties of the pertinent flow rate
using the aforementioned algorithm.

3.3 DDoS Accurate Detection Algorithm

The primary control functions of the controller and the re-
sources of the detection algorithm must be balanced when
the controller deploys an accurate detection mechanism for
attacks with DDoS [28]. Although the complexity of the pre-
vious method ensures guaranteed computational accuracy,
it requires longer computational time and larger computa-
tional resources, which leads to a decline in basic network
control functions [29]. For this purpose, we employ the
Selfattention-SVM mechanism, which is a combination of
Self-Attention mechanism and SVM, to detect DDoS attacks.

Our proposed accurate detection method mainly con-
sists of a Self-Attention mechanism traffic feature correla-
tion extraction module and a SVM traffic binary classifi-
cation module. After the controller extracts the suspicious
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traffic features of the switch, multiple features are combined
into a sequence of feature vectors x, which is used as the
main computational data of the Self-Attention mechanism.
Each vector of the input feature sequence data, calculates its
own similarity to all other vectors separately to obtain a new
vector. Due to the use of higher dimensional sequences for
training as well as computation, too high a feature dimen-
sion can lead to too large a similarity value being computed,
which further leads to the saturation of the normalization
function SoftMax. We choose to use Eq. (8) to calculate the
similarity of the feature sequences.

(Q.K)
VDx

where x is the input feature sequence, Dy the dimension of
the input feature sequence, Q and K are the interrogation
sequence and key sequence in the attention mechanism, re-
spectively. In the attention mechanism, both Q and K are
features that need to be learned and obtained. Since we use
the self-attention mechanism, here both the query sequence
and the key sequence are the input feature sequence X, so
the similarity calculation formula is deformed to

S = )

S (X, X)
feat = —
eature \/—X

After that, the calculated similarity vectors are normalized
by the SoftMax function to obtain the similarity weights be-
tween the vectors. Finally, the feature mapping is obtained
by calculating the similarity between the input sequence and
the weight vectors again. The feature mapping has been
sufficiently extracted to the correlation between each fea-
ture vector. Due to the input vector independence and time
independence of the self-focus mechanism, the self-focus
mechanism has the ability of parallel computation, which
improves the computational speed. Thus, the equation of the
Self-Attention mechanism can be expressed as:

(10)

H = Selfattention = Softmax (%) an

If both the input and the output of the Self-Attention model
are equal-length sequences of length m, so H is a sequence
of vectors of length m.

The feature mapping at this point will be classified using
the SVM algorithm. We choose to use a linear kernel func-
tion K(x, y) = xT y + 1 to map each vector in the sequence of
feature mappings output by the Self-Attention mechanism to
a higher dimensional space, at which point the optimization
objective of the classification algorithm is:

N

N N
min ZZaajy,yJ xl,xj +CZ$, (12)

i=1 ]:1 i=1

where C is a hyperparameter indicating how much impor-
tance we place on “correct classification”, g; is the relaxation
factor and satisfies €; > 0. After solving using the Lagrange
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multiplier method, formulas (13) and (14) are used as clas-
sification functions when classifying:

1 d>0
=< 13
Y71-1, d<o (13)
N
d= Z [a;yiK (x,x;)] + by (14)
i1

where by is the parameter obtained by the following equation:

bo = yi — €1y;K (xi, x;) (15)

Finally, we use the classification function to classify the
traffic. An output of 1 indicates that the traffic is normal, and
—1 represents DDoS attack traffic. Figure 2 shows the basic
computational flow of Selfattention-SVM.

3.4 Attack Defense Mechanism

When attacks are detected, appropriate countermeasures
must be taken as soon as possible [30].

By sending a “Flow-mod” message to the switch when
the defense is launched, the controller modifies the flow
table entries in the switch. The “Command” field in the
“Flow-mod” message is set to “ADD” by the controller. As
aresult, the priority of the entry in the current flow table that
corresponds to the source IP information on the incoming
port of the attacked traffic is increased and a new flow table
entry is set to be dropped. To match the item in the defense
flow table, the DDoS attack traffic can be inserted with a
priority. At the same time, the controller sets the command
field to “DELETE”, causing the switch to delete malicious
flow table entries that already exist due to DDoS attacks,
freeing up occupied resources in the switch. By setting the
“idle_time” field in the “Flow-mod” message to delete the
defensive flow table entries in the switch once no attack
traffic is matched for a predetermined amount of time, the
controller also makes sure that the switch ceases the defense.

If the detection mechanism determines that the traf-
fic is legitimate, the controller will not activate the defense
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mechanism.
4. Experimentation and Evaluation
4.1 Experimental Environment

The experiment uses RYU as the SDN controller and Mininet
to simulate the network architecture. The control plane is
a computer running the RYU controller. The CPU configu-
ration of the experimental server is Intel (R) Core (TM) i7-
8700K processor, the graphics card is Nvidia 1070ti, 16 GB
RAM, and the operating system is Ubuntul8. The SDN
network data plane was also configured in another com-
puter using a virtual machine using Mininet, which included
the relevant links, two SDN switches, and 10 hosts, each
connected to five hosts respectively. The topology of this
experimental environment is shown in Fig. 3.

In the experiments, a unit time of 1 s was selected and
CICDDo0S2019 [31] was used as the dataset for model train-
ing and validation. This dataset is a dataset containing both
labeled and unlabeled network traffic and is mainly used to
evaluate the effectiveness of DDoS detection algorithms and
network security defense systems. In this experiment, four
common DDoS attack types in the CICDDo0S2019 dataset
were used: UDP Flood, HTTP Flood, SYN Flood and ICMP
Flood attacks. These types of attacks can not only represent
the main threats in the current network environment, but also
represent a significant challenge for dynamic security con-
trol of SDN networks. In addition, the data plane is attacked
by the Kali system and Scapy is used to send large amounts
of legitimate data to simulate legitimate traffic spikes to test
the feasibility and effectiveness.

4.2 Training and Evaluation with Datasets

It is necessary to distinguish four attack flows (SYN Flood,
ICMP Flood, UDP Flood and HTTP Flood) from the CI-
CIDS2019 dataset, and block each attack flow independently,
and use the filtering function to filter out records with specific
flows. For each attack flow, a stratified sampling method is
used for blocking so that the ratio of each attack stream is
the same as the original data set. In each attack stream, the
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Table1  Model experiment data.
Type of attack  Train set  Validation set _ Test set
UDP Flood 2925 625 625
ICMP Flood 927 207 207
SYN Flood 20772 4439 4439
HTTP Flood 15034 3209 3209

corresponding number of attack streams are randomly se-
lected in the ratio of 70:15:15 and recorded into the training
set, validation set and test set, respectively. Table 1 shows
the number of stream records used in this experiment. In
this paper, The Selfattention-SVM model is trained using
the training set, validated using the validation set to avoid
overfitting, and tested using the test set. Results of model
tests are assessed using the table displayed below.

(1) Precision:

TP
recision = ————— 16
P TP + FP (16)
is the proportion of the total number of samples predicted as
positive samples to the amount of samples that the classifier
correctly identified as positive samples. The more accurate
the metric, the more attacks can be detected.

(2) Recall:

TP
Recall = ——— (17)
TP + FN
denotes the ratio of correctly judged all attacked samples,
i.e., the proportion of positive samples that are accurate to
those that are overall positive. The higher the recall, the
better the classifier is at identifying attacks.

(3) F1 score:

Fl=2x Prethst:on X Recall (18)
Precision X Recall

it is a combined performance metric that takes into account
accuracy and recall and is a weighted sum average. The
performance improves as the F1 score rises.

(4) False Alarm Rate:
FP
FPR = ——— 1
FP+ TN (19)

demonstrates the proportion of non-attack samples that have
been mistaken as attacks to all non-attack samples. A lower
rate of false alarms suggests an improved understanding of
normal flows.

Among the above evaluation metrics, TP (True Posi-
tive): indicates the amount of attack traffic that the model
correctly classifies as attack traffic. FP (False Positive): indi-
cates the number of normal traffic that the model incorrectly
identifies attack traffic. TN (True Negative): shows how
many normal flows the model correctly classifies as normal.
FN (False Negative): demonstrates how many attack flows
the model erroneously interprets as normal. The better the
model performs, the higher the precision, recall, and F1
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Fig.4 Comparison among the model’s precision, recall, F1, and false
alarm rates with various algorithms.

Table2  Comparison of the effects of various methods.
Methods Precision Recall Fl1 False Alarm Sources
Rate
SVM 94.75% 94.84% 0.9456 4.24% [14]
DNNLSTM 99.35% 98.64% 0.9856 0.63% [33]
CNN 97.34% 97.47% 0.9815 2.35% [32]
RNN 94.67% 94.47% 0.9525 4.68% [34]
Selfattention- This
98.95% 98.08% 0.9846 1.04%
SVM paper

scores and the lower the false alarm rate.

The results of these methods are compared with the
Selfattention-SVM technique developed in this research.
In this paper, other DDoS attack detection algorithms are
also employed for training tests using the same training
set, validation set, and test set. Figure 4 shows that the
DNNLSTM-based [31] method performs best and outper-
forms other methods, while the Selfattention-SVM method
performs equally well in terms of precision, recall, and F1
score. A comparison of the various methods is shown in
Table 2.

In the present research, we also pay particular atten-
tion to the model’s effectiveness against four unique DDoS
attacks. The model’s performance in terms of precision,
recall, F1 score, and false alarm rate when specific attack
techniques are present is highlighted in Fig. 5. Because the
training data of UDP Flood and ICMP Flood are less lead-
ing to the model’s poor performance data in generalization
ability for these two attacks, while SYN Flood and HTTP
Flood are relatively more common attacks in the real net-
work environment, so the training samples sampled from the
dataset are large enough to ensure that the model learns more
adequately for these two attacks, so the accuracy and recall
data are better than the first two attacks, and the false alarm
rate is relatively lower.

4.3 Performance Evaluation Using Simulated Traffic

In this experiment, we use the built SDN network topology
to launch UDP Flood, ICMP Flood and SYN Flood attacks
on the experimental topology from one endpoint in the vir-
tual machine using Hping. As HTTP Flood assaults are
launched using GoldenEye to haphazardly target different
terminals, the effectiveness of Selfattention-SVM for actual
traffic attacks is tested.

In the simulated attack, the proposed detection and de-

IEICE TRANS. FUNDAMENTALS, VOL.E107-A, NO.6 JUNE 2024

Pricision(%)
99.15

98.63
98
96.35
96 l 95.72
.

100

UDP ICMP SYN HTTP
Flood Flood Flood Flood
(@
Recall(%)
100 99.72 99.41
98
9% 95.87 95.65
94 . .
UDP ICMP SYN HTTP
Flood Flood Flood Flood

Fl1
1 09969 9957

0.98

0.9664
0.96 I 0.9525
0.94 -

UDP ICMP SYN HTTP
Flood Flood Flood Flood

©

False Alarm(%)

4.11

4
R 134
‘ 0.62

, —

UDP ICMP SYN HTTP
Flood Flood Flood Flood

(d)

Fig.5 The model compares the precision, recall, F1, and false alarm of
the four attack methods.

fense mechanism uses a threshold-based trigger mechanism,
so a composite detection mechanism based on threshold and
SVM algorithm is used for comparison. The controller CUP
occupancy rate is utilized as a key indicator of controller
computing resources in the simulation because in SDN net-
works, ensuring that the controller has enough computing
resources is essential for DDoS attack defense. The CUP us-
age of the approach in this work and the SOM-SVM method
are contrasted [19]. In the first 18 seconds or so when the at-
tack is not present, as shown in Fig. 6, the occupancy rate of
the controller of Selfattention-SVM is lower than that of the
SOM-SVM method. However, the occupancy rate of both
techniques soon rises to a greater level of more than 95%,
while the attack traffic is generated in the network about 20
seconds. At this time, the detection and defense mechanism
in the controller is running and CPU resources are heavily
occupied, and the occupancy rates of the two methods are
not very different. When the detection is completed, the pro-
posed method in this paper makes the CPU occupancy rate
return to the normal level quickly. Because the trigger mech-
anism is deployed in the network nodes and the controller, the
precise detection mechanism in the controller starts to run
only when an attack alert occurs, and does not require the
data plane to upload malicious traffic information at all times
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for initial detection using the SVM method, so it does not
take up too much of the controller’s computational resources
when no attack occurs, making the controller’s computa-
tional resource usage better than the compared methods.

Based on the aforementioned attack simulation, the ef-
fectiveness of the defense of the approach proposed in this
paper is evaluated by paying close attention to changes in the
traffic features chosen during model detection. These traf-
fic characteristics change accordingly when the attack does
not occur, when the attack occurs, and after the attack is
defended. Therefore, by observing the changes in the traf-
fic characteristics, the defense strategy’s efficacy against the
attack traffic can be confirmed.

In the virtual network of the simulation experiment, a
DDoS attack is launched to the network through host h1. As
observed in Fig.7, DDoS attack traffic begins to arrive in
the network at roughly 16 s, which causes the metrics for all
characteristics to alter as a result of the assault in a very short
amount of time. At the same time, the controller receives a
warning from the data plane triggering mechanism, which
has detected the attack. The Selfattention-SVM precision
detection mechanism is activated by the controller as soon
as it gets the alert from the data plane in order to catego-
rize and label the traffic. The controller also activates the
defensive strategy in order to defend against the designated
assault traffic. Therefore, after a few seconds of the attack
traffic, the indicators of each characteristic gradually return
to the normal level before being attacked. These six metrics
demonstrate the success of the suggested defense strategy.

5. Conclusion and Future Works

This paper fully analyzes the advantages and characteristics
of using SDN network architecture, fully combines the tra-
ditional threshold detection method as the triggering mech-
anism, and combines machine learning methods to realize
a security strategy that combines triggering, detection and
defense against DDoS attacks. Experiments show that the
trigger method proposed in this research may effectively and
promptly detect attack traffic while ensuring the controller’s
computational resources. The defense system can success-
fully reduce the effects of DDoS attacks, and the accurate
detection technique can successfully classify the attack traf-
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fic.

In this study, the self-attention mechanism is applied to
SDN network attack detection. However, in the future, SDN
network security must consider large-scale network models,
and the combination of Self-Attention mechanism and other
neural networks is more worth trying. The Transformer
model, which deeply integrates the self-attention mecha-
nism and the Feedforward Neural Network, will have more
brighter future in this field. And more effective classification
models should be explored in conjunction with it.
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