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PAPER
A Multi-Channel Biomedical Sensor System with System-Level
Chopping and Stochastic A/D Conversion

Yusaku HIRAI† ,††a), Toshimasa MATSUOKA†††, Takatsugu KAMATA††,
Sadahiro TANI††, and Takao ONOYE†, Members

SUMMARY This paper presents amulti-channel biomedical sensor sys-
tem with system-level chopping and stochastic analog-to-digital (A/D) con-
version techniques. The system-level chopping technique extends the input-
signal bandwidth and reduces the interchannel crosstalk caused by multi-
plexing. The system-level chopping can replace an analog low-pass filter
(LPF) with a digital filter and can reduce its area occupation. The stochastic
A/D conversion technique realizes power-efficient resolution enhancement.
A novel auto-calibration technique is also proposed for the stochastic A/D
conversion technique. The proposed system includes a prototype analog
front-end (AFE) IC fabricated using a 130 nm CMOS process. The fab-
ricated AFE IC improved its interchannel crosstalk by 40 dB compared
with the conventional analog chopping architecture. The AFE IC achieved
SNDR of 62.9 dB at a sampling rate of 31.25 kSps while consuming 9.6µW
from a 1.2V power supply. The proposed resolution enhancement technique
improved the measured SNDR by 4.5 dB.
key words: biomedical sensor, ECG, chopper stabilization, SAR-ADC,
stochastic A/D conversion

1. Introduction

In recent years, biomedical sensors have been required due
to the increasing demand for healthcare applications. These
devices operate with batteries such as coin cells. There-
fore, a low-voltage and low-power analog front-end (AFE)
IC is becoming one of the key components. An AFE IC
typically consists of a low-noise amplifier (LNA), analog-to-
digital converter (ADC), digital signal processor (DSP), and
digital interface (Digital I/F). The area, power, and speed
of digital circuits can be improved by the CMOS process
scaling. However, the design of analog and mixed-signal
circuits such as amplifiers and ADC becomes more difficult
in a fine CMOS process because of the increasing mismatch
and decreasing supply voltage headroom. Therefore, digi-
tally assisted technologies are becoming more important for
improving the performance of sensor devices [1]. The power
consumption of analog circuits involves trade-offs between
accuracy and operating speed [2]. In particular, LNAs and
ADCs dominate in terms of power consumption and accu-
racy.

Manuscript received August 8, 2023.
Manuscript revised January 4, 2024.
Manuscript publicized February 9, 2024.
†Graduate School of Information Science and Technology,

Osaka University, Suita-shi, 565-0871 Japan.
††SPChange, LLC., Suita-shi, 565-0871 Japan.
†††Graduate School of Engineering, Osaka University, Suita-shi,

565-0871 Japan.
a) E-mail: yhirai@sp-change.com
DOI: 10.1587/transfun.2023EAP1093

Chopper-stabilized LNAs are used to decrease the in-
fluence of 1/f noise and low-frequency offset [3]. However,
they require an analog post-low-pass filter (LPF) to eliminate
the modulation noise [4]. The post-LPF occupies a large oc-
cupation area to attenuate modulation noise. In this paper,
a chopping technique using a digital demodulator is pro-
posed as a system-level chopping technique. The proposed
technique relaxes the requirements of the post-LPF.

For an ADC, a successive approximation register ADC
(SAR-ADC) is selected owing to its high power effi-
ciency [5], [6]. The SAR-ADCconsists of a digital-to-analog
converter (DAC), comparator, and SAR logic. Usually, the
DAC block of the SAR-ADC is implemented using a binary-
weighted capacitor DAC (CDAC). The resolution of the
SAR-ADC is limited by various factors, such as incomplete
settling, capacitormismatch of theCDAC, and thermal noise.
In particular, capacitor mismatch and thermal noise are dom-
inant in low-speed, medium-resolution SAR-ADCs used in
biomedical sensors [7], [8]. Many capacitance-mismatch
calibration techniques have been proposed. However, most
of them require additional analog circuits [9]. Thermal noise
can be suppressed by oversampling and filtering (analog scal-
ing), which requires four times as much power to improve
the effective number of bits (ENOB) by one bit. However,
its efficiency degrades for resolution over 10 bits [7]. This
study presents a novel resolution-enhancement technique us-
ing noise statistics. The proposed technique converts the
CDAC output residue using repetitive comparisons and sta-
tistical processing.

This paper is organized as follows. The system archi-
tecture of the AFE IC is described in Sect. 2. In Sect. 3, the
proposed system-level chopping technique is described. In
Sect. 4, a resolution enhancement technique using stochastic
A/D conversion is proposed. In Sect. 5, the circuit imple-
mentation is detailed for the AFE IC, including the proposed
techniques, while in Sect. 6, the measurement results are
reported. Finally, the conclusions are provided in Sect. 7.

2. System Architecture

The architecture of the proposed biomedical sensor sys-
tem, including the AFE IC, is shown in Fig. 1. The AFE
IC consists mainly of four-channel LNAs, analog LPFs, a
four-channel multiplexer (MUX), ADC, de-multiplexer (DE-
MUX), digital LPFs, and serial peripheral interface (SPI).
The AFE IC also integrates an internal bias, regulators, ADC
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Fig. 1 Block diagram of the proposed biomedical sensor system.

reference drivers, and clock generation circuits (crystal os-
cillator (XO) and clock divider). The internal regulator gen-
erates a supply voltage of 1.0V for the LNAs, MUX, and
buffer.

The proposed AFE IC integrates both conventional ana-
log and system-level chopping configurations, and these con-
figurations can be set with registers via an SPI. The LPF can
be bypassed for the system-level chopping configuration.

The AFE IC integrates a stochastic SAR-ADC [7]. The
ADC full-scale range can be selected from 0.5V, 1.0V, and
1.5V by configuring the ADC reference output voltage via
the SPI. The variable full-scale range realizes optimal gain
and noise performance for variable-range applications. The
dynamic range can be enhanced by stochastic A/D conver-
sion, even when a lower full-scale range (0.5V) is selected.
The ADC sampling rate can be configured from 256 Sps to
1.024 kSps with an external clock of 32.768 kHz. The sam-
pling rate can be extended to 500 kSps with an internal XO
or an external 32MHz clock. The statistical processing and
auto-calibration logic circuits for the stochastic SAR-ADC
are implemented using an off-chip field-programmable gate
array (FPGA).

The AFE IC realizes multi-channel data acquisition by
time-division multiplexing with four-channel amplifiers, a
MUX, and ADC. The SPI implements both slave and master
modes. The configuration registers are set in the SPI slave
mode. The acquired data (ADC output) is transferred in
the SPI master mode for high-speed data transmission. The
SPI clock can be set up to 32MHz with the internal XO or
external 32MHz clock.

3. System-Level Chopping for Multi-Channel AFE

The block diagrams of system-level chopping techniques for
multi-channel AFE and their principles are shown in Fig. 2.
The system-level chopping configuration consists of an ana-
log modulator, ADC, digital demodulator, and digital LPF
(decimation filter). A delay-controlling circuit is inserted
between the analog modulator and digital demodulator to
adjust the chopper clock phase by the latency of the ADC. As
shown in Fig. 2(b), the output data is delayed by one period

Fig. 2 (a) Block diagram of the multi-channel AFE with system-level
chopping technique and (b) timing diagram of control pulses (c) their prin-
ciples in the frequency domain (a blue line shows the gain of a digital
filter).
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of clksmp . Therefore, the chopper clock of the demodulator
is also delayed by the same amount. The system-level chop-
ping architecture was proposed for a transducer ADC with a
delta-sigmamodulator to reduce offset drift [10] and adopted
in some studies with delta-sigma ADCs [11]–[14]. Delta-
sigma ADCs are not suitable for multi-channel AFEs having
fast scan rates because an output code does not correspond to
a single point of analog input. In this paper, the system-level
chopping technique is applied for a time-division multiplex-
ing system with a SAR-ADC.

In the system-level chopping architecture, the ADC di-
rectly converts themodulated signal, and the digital demodu-
lator demodulates converted data in the digital domain. The
digital LPF attenuates the modulated noise originating from
the low-frequency noise (mainly 1/f noise).

As with the conventional analog chopping technique,
the 1/f noise added between the modulator and demodula-
tor is suppressed by the analog LPF. On the other hand, the
system-level chopping technique does not require an analog
LPF with high attenuation at fchop . Therefore, the system-
level chopping technique can reduce the area occupation of
the analog LPF in exchange for the fast sampling of the
ADC. The CMOS process scaling can improve ADC sam-
pling speed [2], while the analog LPF cannot be reduced
by process scaling. The cost of implementing analog filters
increases with advanced processes due to higher costs per
area.

As with the system-level chopping technique, the power
spectrum of each amplifier output Samp( f ) is given by [15]

Samp( f ) =
(

2A0
π

)2 ∞∑
k=−∞
k odd

1
k2 Sin

(
f − k fchop

)
+ A2

0Sn( f ), (1)

where Sin( f ) and Sn( f ) are the power spectra of vin and
vn, respectively. The power spectrum of the ADC output
Xadout (t) for a single channel input, Sadout ( f ), is given by

Sadout ( f ) =
∞∑

n=−∞

Sadin( f − n fsmp), (2)

where fsmp is a sampling frequency. For simplicity, the
digital-demodulation signalmc,smp(t) is expressed as a pulse
series of which sign changes every 1/2 period of the chopper
clock as follows:

mc,smp(t) =
Tc

2

∞∑
m=−∞

(−1)mδ
(
t −

mTc

2

)
=

∞∑
m=−∞
m odd

e j2πmfchop t, (3)

where Tc = 1/ fchop = 2/ fsmp and δ(t) denotes Dirac’s
delta. The demodulator output is a multiplication of
mc,smp(t) and ADC output Xadout (t). Therefore, the de-
modulator output spectrum Sdem( f ) can be expressed as
follows:

Sdem( f ) =
∞∑

m=−∞
m odd

Sadout ( f − m fchop). (4)

Finally, the noise spectrum is shifted by m fchop at the de-
modulator output and can be given by

A2
0

∞∑
m=−∞
m odd

∞∑
n=−∞

Sn( f − m fchop − n fsmp), (5)

and the signal term is given by(
2A0
π

)2 ∞∑
m=−∞
m odd

∞∑
n=−∞

∞∑
k=−∞
k odd

1
k2 Sin

(
fk ,m,n

)
, (6)

where fk ,m,n = f − (k + m) fchop − n fsmp . When fchop =
fsmp , the noise spectrum is aliased around DC. Therefore,
the sampling frequency must be at least twice the chopper
frequency ( fsmp ≥ 2 fchop) to avoid aliasing the modulated
input signal and noise together. In the proposed system,
an anti-aliasing filter (AAF) is implemented as an off-chip
filter denoted as the EMI filter in Fig. 1. The wideband
(white) noise of the amplifier is aliased by sampling. In
the proposed system, sampling is performed at a frequency
higher than the signal bandwidth, and a digital filter reduces
the effect of thermal noise. In addition, the aliasing of the
thermal noise of an amplifier is not critical because the 1/f
noise is dominant in biomedical sensor systems.

In the proposed system, the system-level chopping tech-
nique is applied to a multi-channel AFE. The DEMUX picks
two points from the multiplexed data and distributes them
to M channels. The demultiplexed data are filtered with a
decimation rate of D. The transfer function in z domain H(z)
of the decimation filter can be expressed as follows:

H(z) =
1
2

(
1 + z−1

)
·

2
D

D
2 −1∑
i=0

z−2Mi, (7)

where z−1 corresponds to a unit delay of 1/ fsmp . The output
data rate of each channel fDR,ch is fsmp/(M · D). The sam-
pling points will be unequally spaced. However, averaging
will produce an output that is representative of averaging
interval.

The system-level chopping technique can also suppress
the interchannel crosstalk of a multi-channel AFE. The in-
terchannel crosstalk is mainly caused by capacitance cou-
pling, reference and power supply coupling, and incomplete
settling of a MUX. The capacitance coupling and refer-
ence/supply coupling can be suppressed by physical layouts
such as wiring shielding and supply decoupling. However,
the crosstalk caused by incomplete settling cannot be sup-
pressed by these techniques. The incomplete settling of
MUXs can be mitigated by the appropriate design of on-
resistance and amplifier drivability [16]. For low-power op-
eration, the LPF should be implemented as a passive-RC
filter. However, the drivability seen from the MUX input
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Fig. 3 MUX and driving circuits (LPFs are simplified for conceptual
explanation).

is the series resistance of the LNA output and LPF. In this
paper, the crosstalk is suppressed by bypassing the analog
LPFs in the system-level chopping configuration.

Figure 3 shows the M-channel MUX and driving cir-
cuits. In Fig. 3, Ro is the output resistance of the amplifier,
Rf ilt is the resistance of the LPF, Ron is the on-resistance of
the MUX, Cmux is the MUX input capacitance, Cout is the
MUX output capacitance including input capacitance of the
ADC driver, and Cf ilt is the capacitance of the LPF. When
the ADC input is multiplexed from Ch1 to Ch2, the MUX
output voltage Vout will change [16]. When Ron � Rf ilt ,
Vout changes instantaneously by charge sharing between
Cf ilt and Cout . The voltage change at the MUX output
∆Vin2 = Vout − Vin2 by this charge sharing is expressed as
follows:

∆Vin2 =
Cout

Cf ilt + Cmux + Cout
(Vin2 − Vin1) , (8)

where Vin1 and Vin2 are the equivalent outputs of LNAs in
Ch1 and Ch2, respectively. Then the remaining charge is
supplied from the amplifier through Ro, Rf ilt , and Ron. The
settling error voltage Verr ,2 after acquisition time t can be
expressed by first-order approximation as follows:

Verr ,2(t) ≈ ∆Vin2 exp
(
−

t
τ

)
, (9)

where τ is the settling time constant and can be expressed as
follows:

τ = (Ro+Rf ilt +Ron)Cout + (Ro+Rf ilt )(Cmux +Cf ilt ).

(10)

The settling error voltage Verr ,2 depends on τ and previ-
ous channel voltage Vin1. When the number of channels
increases and faster multiplexing is required, buffers should
be inserted between the passive LPF of each channel and
the MUX. This leads to increased power consumption, area,
and nonlinearity. As for system-level chopping architecture,
Rf ilt is bypassed and Cf ilt is disconnected. Therefore τ can
be expressed as follows:

τ = (Ro + Ron)Cout + RoCmux . (11)

When Ro = 100Ω, Rf ilt = 1.25 MΩ, Ron = 1 kΩ, Cf ilt =

120 pF, Cmux = 100 fF and Cout = 1 pF, τ becomes 151 µs.
On the other hand, when the LPF is bypassed, τ becomes
1.11 ns. The bypass of the LPF in the system-level chopping
technique can reduce crosstalk caused by incomplete settling
of multiplexing.

4. Stochastic SAR-ADC

The SAR-ADC architecture is suitable for low-power ap-
plications [17]. A typical SAR-ADC requires a binary-
weighted capacitor array as an internal CDAC. It occupies
a large occupation area as the resolution increases. The
split capacitor architecture used to reduce the area occupa-
tion [18], [19], introduces some nonlinearity errors due to
parasitic capacitance. The thermal noises also degrade A/D
conversion accuracy. For a SAR-ADC with a resolution of
around 12 bits, the comparator noise is dominant [7]. The
noise can be reduced by oversampling. However, it requires
four times oversampling to improve an ENOB by one bit.

Recently, stochastic A/D conversion techniques utiliz-
ing the statistics of device mismatch are proposed [20], [21].
These studies utilize offsets of many comparators as a
flash ADC. As for SAR-ADCs with high resolution, a
successive-stochastic-approximation ADC (SSA-ADC) is
proposed [22], [23]. This architecture utilizes the stochastic
flash ADC (SF-ADC) to enhance resolution by using ensem-
ble statistics of the offsets of 511 comparators.

On the other hand, stochastic SAR-ADCs which uti-
lize comparator noise statistics are proposed [7], [24], [25].
These stochastic SAR-ADCs enhance their resolution by
repetitive comparison and residue estimation. One com-
parator and 17 times comparisons realize 17 comparator
decisions in [7]. Sixteen parallel comparators and four times
comparisons realize 64 comparator decisions in [24]. This
configuration requires comparator offset calibration so that
the offset does not affect the noise statistics.

There is a trade-off between comparator counts and
repetitive comparison counts for the SSA-ADC or stochastic
SAR-ADC. For high-speed applications, it is preferable to
adopt the SSA-ADC [23] or stochastic SAR-ADCwithmulti-
ple comparators [24]. For low-power applications, stochastic
SAR-ADCwith a single comparator is suitable. In this paper,
the stochastic SAR-ADC with only one comparator is used
for design simplicity and performance optimization focusing
on electrocardiogram (ECG) monitoring applications. Fur-
thermore, the number of repetitions is variable between 7
and 255 for configurable resolution and power dissipation.

The block diagram of the stochastic SAR-ADC is shown
in Fig. 4. The stochastic SAR-ADC consists of a conven-
tional CDAC, comparator, SAR logic, and timing generator.
The timing generator adopts a self-timing technique used
in [17]. The self-timing technique is suitable for a wide
range of sampling rates. As the stochastic SAR-ADC quan-
tizes CDAC residue by repetitive comparison, the self-timing
technique also has an advantage in this respect.

The stochastic ADC used in this paper consists of one
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Fig. 4 Block diagram of the stochastic SAR-ADC.

comparator and counter (accumulator) as shown in Fig. 4.
The comparator repeats the comparison with noise and off-
sets during the conversion period and the counter accu-
mulates comparator “1” output. The output Dout ,st is the
counter output and corresponds to the total number of “1”
during the conversion cycle.

The stochastic ADC utilizes stochastic resonance [26]
with comparator noise. The resolution of the stochastic ADC
is determined by the repetitive comparison counts nrep . The
comparator noise level (standard deviation) σn no longer
limits the resolution. The comparator noise level determines
the input range.

The stochastic ADC carries out A/D conversion as the
following principle. It is assumed that the comparator noise
vn,cmp is white noise and follows Gaussian distribution [21].
When comparator input is vin,cmp , the probability P(vin,cmp)

that the comparator outputs “1” can be written as follows:

P(vin,cmp) =
1
2
+

1
2

erf
(
vin,cmp
√

2 σn

)
≈

Dout ,st

nrep
, (12)

where erf(x) is the error function, and the average of vn,cmp

is assumed to be zero.
The SAR-ADC error can be defined as a difference

between SAR-ADC output and SAR-ADC input Vin. The
SAR-ADC error consists of a sampling error ∆Vsmp and
conversion residue ∆Vdac , and can be written as follows:

Dout ,sarVlsb,sar − Vin = ∆Vsmp + ∆Vdac, (13)

where Dout ,sar is the SAR-ADC output code and Vlsb,sar

is the LSB of the SAR-ADC. For SAR-ADCs, the sampling
errors are caused by incomplete settling and kT/C noise.
The incomplete settling can be suppressed by the appropri-
ate design of sampling switches and capacitors. The kT/C
noise is also suppressed by selecting an appropriate input
capacitance against the target resolution.

When∆Vdac can be obtained, theADCconversion error
can be suppressed by subtracting ∆Vdac from DoutVlsb,sar .
The stochastic SAR-ADCestimates∆Vdac by repetitive com-
parison of the CDAC residue after SAR-ADC operation. By
substituting ∆Vdac in Eq. (12), ∆Vdac can be estimated as
follows:

∆Vdac ≈
√

2σnerf−1
(
2
(

Dout ,st

nrep
−

1
2

))
. (14)

where erf−1(x) is the inverse error function. The residue

∆Vdac can be estimated by stochastic ADC output Dout ,st ,
total comparison counts nrep , and the standard deviation of
comparator noise σn. In previous studies, σn is estimated
by transient noise simulations [7] or offline calibration [24].
However, σn changes by PVT variations. For robustness, it
is preferable to determine σn automatically after fabrication.
The estimation of σn is discussed as code combination and
scaling for SAR and stochastic ADC output codes [23]. In
the previous study [23], the code scaling is determined by
off-chip foreground calibration with machine learning.

In this paper, the inverse error function is implemented
as a look-up table (LUT) and the code scaling is deter-
mined by foreground calibration. The LUT output wk for
Dout ,st = k(k = 0,1, . . . ,nrep) is determined in the fol-
lowing procedure. First, the ADC input is set to 0 and
raw SAR-ADC outputs Dout ,sar and stochastic ADC outputs
Dout ,st are obtained. Then, the average of the corresponding
Dout ,sar code for the specified Dout ,st is calculated. The av-
erage code is loaded to the LUT as wk , and can be expressed
as follows:

wk =
1

Nave

Nave−1∑
i=0

D(k)out ,sar ,i , (15)

where D(k)out ,sar ,i is i-th SAR-ADC output of which cor-
responding Dout ,st = k, Nave is averaging counts for
the calibration. The same operations are carried out for
k = 0,1, . . . ,nrep (all Dout ,st code patterns).

After calibration, Dout ,st is input to the LUT as an ad-
dress. The LUT output wDout ,st is subtracted from Dout ,sar .
The stochastic SAR-ADC output Dout ,stsar is given by

Dout ,stsar = Dout ,sar − wk (k = Dout ,st ). (16)

Figure 5(a) shows the hardware implementation of the
proposed calibration and statistical processing. The auto-
calibration logic block consists of an averaging logic circuit,
averaging and sweep counters. When Dout ,st matches to
the sweep counter output k, an enable flag (EN) is asserted
and input to the averaging logic and counter. The averaging
counter counts up averaging count for the specified Dout ,st .
A write-enable flag (WE) for the LUT is asserted when
averaging counter output reaches Nave − 1. The LUT uses
Dout ,st as a write-address, and averaged Dout ,sar is written
as wk . The write-enable flag is also used as a sweep counter
enable input. The sweep counter counts up k from 0 to nrep .

In the proposed system, wk is the 16-bit fixed point
number as shown in Fig. 5(b). The integer word length
Nlut ,int = 10 and the fractional word length Nlut , f rac = 6.
The determination of Nlut ,int is carried out not to be over-
flowed by the offset of Dout ,sar . The fractional word length
Nlut , f rac is determined by Nave. The output code Dout ,stsar

consists of 16-bit data by truncating LSB 2-bits which do not
contribute much to the overall performance.
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Fig. 5 (a) The stochastic SAR-ADC auto-calibration logic block and (b) bit configuration of the
stochastic SAR-ADC.

5. Circuit Implementation

5.1 Low-Noise Amplifier

The schematic of the LNA is shown in Fig. 6. The LNA con-
sists of a fully differential op-ampwith chopper stabilization.
The analog demodulator can be disabled, which is imple-
mented for performance comparison of analog and system-
level chopping configurations. The 33 dB gain is realized
by the ratio of AC-coupled capacitors CIN and feedback
capacitors CF . As DC-feedback resistors, pseudo-resistors
by diode-connected p-ch FETs are used. The midpoint is
connected to the output common-mode voltage VCM of the
amplifier via a diode-connected p-ch FET. The pseudo re-
sistors R1,R2, and R3 form a T-feedback network. Using the
star-delta transformation, the equivalent feedback resistor
RF ,EFF can be expressed as follows:

RF ,EFF = R1 + R2 +
R1R2

R3
. (17)

A high value of RF ,EFF can be realized with smaller values
of R1,R2, and R3. Therefore, the DC offset due to the leakage
currents of parasitic diodes can be suppressed comparedwith
conventional pseudo resistors [27].

The supply voltage of the LNA is 1.0V which is gener-
ated from a 1.2V supply by an internal voltage regulator to
stabilize the supply for analog circuits. The common mode
voltageVCM is 0.5V and is also generated by an internal reg-
ulator. The voltage swing of the chopper clock is 0.5V to re-
duce clock feed-through [23]. The chopper clock frequency
fchop can be selected from 4.096 kHz to 32.768 kHz with an
external 32.768 kHz clock (3.90625 kHz to 31.25 kHz with
an internal 32MHz clock). Note that the sampling frequency
of the ADC is controlled so that fsmp = 2 fchop . The analog
LPF in the latter stage consists of a 6th-order passive RC fil-
ter to sufficiently attenuate modulated 1/f noise in the analog
chopping configuration.

Fig. 6 The schematic of the LNA.

Fig. 7 Four-channel input MUX.

5.2 Multiplexer

Figure 7 shows the MUX between LNA channels and ADC.
The MUX consists of four switches and an output buffer.
Each switch consists of CMOS switcheswhich are connected
in series to reduce capacitance coupling between each chan-
nel. The multiplexed signal is buffered to drive the ADC
input capacitance and improve settling speed. The MUX
is switched by four-phase non-overlapping pulses to avoid
interchannel crosstalk due to simultaneous switching.
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Fig. 8 Schematic of the dynamic latched comparator.

5.3 Comparator

In this design, a dynamic latched comparator as shown in
Fig. 8 is used. The dynamic latched comparator is suitable
for low-power operation because there is no static current
dissipation except for leakage current. The comparator con-
sists of a dynamic pre-amplifier, dynamic latch, buffer, and
SR-latch [23]. The buffer is inserted before the SR-latch to
avoid hysteresis caused by input capacitance variation de-
pending on SR-latch states. The SR-latch is used to hold
comparator output during the reset phase (clkcmp = “0”).
Since only one comparator is used in this study, kickback
noise is less dominant than in our previous work [23] which
uses 511 comparators. Therefore, a static pre-amplifier is
not used.

The simulated comparator noise σn is 0.29mVrms and
current dissipation is 10 µA at 100MHz clock when com-
parator output toggles every clock cycle.

5.4 Stochastic SAR-ADC Control Logic

The block diagrams of the stochastic SAR-ADC control logic
and its timing diagram are shown in Fig. 9. It uses an asyn-
chronous self-timing scheme [17] to realize configurable
repeat counts for the stochastic ADC operation without a
high-frequency reference clock. The ADC is in the sam-
pling phase while the sampling clock clksmp is high. In the
sampling phase, clkcmp = 0, and the dynamic latch outputs
of the comparator vo,p, vo,n = 0. When clksmp falls, the
ADC enters the conversion phase. The delay of td1 is in-
serted to relax the settling time for MSB comparison. In the
loop of clkcmp including the delay of td2, the oscillation is
performed until the end flag goes high. In the conversion
phase, the internally generated clocks are used as the timing
control clock for the CDAC clksel f and comparator clock
clkcmp . The first 12 cycles of clksel f are used for the SAR-
ADC normal operation, and 0 to 255 cycles are used for the
stochastic ADC operation. The estimation and calibration
logic is implemented as shown in Fig. 5 by using an off-chip
FPGA with nrep = 31, and Nave = 64.

Fig. 9 Asynchronous control logic for the proposed stochastic SAR-
ADC: (a) schematic, (b) timing diagram.

Fig. 10 Charge redistribution CDAC.

5.5 Capacitor DAC

In this design, a CDAC shown in Fig. 10 is used as the DAC
of the SAR-ADC. The CDAC consists of a binary-weighted
capacitor array and switches. The capacitor array is split into
the MSB and LSB arrays to reduce area occupation [19].
The LSB array is scaled by the split capacitor Cc . This
SAR-ADC architecture is appropriate for 10-bit and more
resolution because of area efficiency and linearity. The unit
capacitance Cu is determined so that the kT/C noise does
not become the dominant noise. The unit capacitor Cu is
70 fF and the total sampling capacitance is 4.48 pF (64 Cu).
The kT/C noise is 30.4 µVrms. The split capacitor Cc is
equal to 1.25 Cu for compensation of the non-linearity error
caused by the parasitic capacitance on the top plate of the
LSB side array. The calibration capacitor array is added to
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adjust the weight of the LSB side array. This is adjusted
manually via the SPI, and the default setting is determined
by post-layout simulations.

6. Experimental Results

The designed multi-channel AFE IC was fabricated in a
130 nm CMOS process. The total die area is 2.0mm ×
2.0mm and the die micrograph is shown in Fig. 11. The
chips were packaged into 32-pin BGA packages and mea-
sured on the evaluation board shown in Fig. 12. The total
power consumption from a 1.2V external supply is approx-
imately 757 µW when all channels are activated at fchop =
16.384 kHz and the output data rate is 256 Sps/channel with
an external 32.768 kHz clock. Figure 13 shows four-channel
ECG signals with 60 beats per minute (BPM) which are
captured by the prototype AFE IC.

The interchannel crosstalkmeasurement result is shown
in Fig. 14. The crosstalk is measured as the ratio of out-
put amplitude of channel-2 and channel-1 when 9.0mVpp,
50.5Hz sinusoidal input is applied to channel-1. The
ADC input is multiplexed every two clock cycles ( fchop =
fsmp/2). The system-level chopping technique can suppress
crosstalk by approximately 40 dB with a sampling rate of
32.768 kSps compared with the analog chopping technique.

Fig. 11 Chip micrograph of the multi-channel AFE IC.

Fig. 12 Photo of the evaluation board.

The proposed system-level chopping technique can achieve
crosstalk of less than −80 dB.

Figure 15 shows the gain-frequency characteristics of
the AFE channel-1 with the analog chopping and system-

Fig. 13 Four-channel ECG signals with 60BPM which are captured by
the proposed AFE IC (256 Sps/channel with 32.768 kHz external clock).

Fig. 14 AFE interchannel crosstalk vs sampling frequency with system-
level and analog chopping configurations ( fchop = fsmp/2).

Fig. 15 Gain frequency characteristics of the analog and system-level
chopping configurations ( fchop = 31.25 kHz from 32MHz oscillator
clock).



HIRAI et al.: A MULTI-CHANNEL BIOMEDICAL SENSOR SYSTEMWITH SYSTEM-LEVEL CHOPPING AND STOCHASTIC A/D CONVERSION
1135

Table 1 Comparison with state-of-the-art multi-channel AFEs.

Fig. 16 Measured PSD of IR noise with system-level chopping configu-
ration ( fchop = 31.25 kHz from 32MHz oscillator clock, 216 points FFT).

level chopping configurations. The solid and dashed lines
show the frequency characteristics for 4ch MUX operations
and 1ch fixed operations, respectively. Note that the notches
are attributed to the digital decimation filter. The typical
AFE gain is 31.7 dB for system-level chopping configuration.
The power consumption of the AFE is 540 µW for all chan-
nels except for the XO and regulators. The analog chopping
configuration has a cutoff frequency of 370 Hz, while the
system-level chopping configuration has a cutoff frequency
of 870 Hz for the 4ch MUX operation and 3.38 kHz for the
1ch fixed operation. The system-level chopping allows the
bandwidth to be expanded according to applications since
the analog filter requirements are independent of the chop-
ping operation. For system-level chopping configuration,
the bandwidth is determined by the decimation rate and the
number of channels.

Figure 16 shows the power spectral density (PSD) of
input-referred (IR) noise for four channels with system-level
chopping configuration. The noises were measured simul-
taneously with a 4ch MUX operation. The 1/f noise is
suppressed and the average IR noise of four channels is
1.89 µVrms with a signal bandwidth of 0.5–100Hz. Fig-
ure 17 shows IR noise PSDs with analog and system-level
chopping configurations. The noises were measured simul-
taneously with a 4ch MUX operation and averaged for four
channels in each configuration. The PSD of white noise
over 1.0Hz is slightly increased compared with the analog
chopping configuration. This is due to the aliasing of white
noise in the LNA. On the other hand, 1/f noise is suppressed
more compared with analog chopping because of the steep
attenuation of a digital decimation filter.

Table 1 summarizes the performance of the proposed

Fig. 17 Measured PSD of IR noise with analog and system-level chop-
ping configurations (average of four channels, fchop = 31.25 kHz from
32MHz oscillator clock, 216 points FFT).

Fig. 18 Measured DNL and INL.

biomedical sensor AFE compared to previous works of
multi-channel ECG and electroencephalogram (EEG) cir-
cuits. The proposed AFE can achieve better crosstalk per-
formance with the system-level chopping technique and con-
sumes less power than a product-level chip.

To verify the proposed stochastic SAR-ADC technique,
the same chips were packaged into 24-pin QFN packages
to input ADC test signals directly. Figure 18 shows the
measured differential non-linearity (DNL) and integral non-
linearity (INL). The minimum and maximum DNL and INL
are −0.90/1.64LSB and −2.77/2.14LSB, respectively.

Figure 19 shows the noise distribution of the ADC with
or without stochastic ADC at Vin = 0. The markers denote
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Table 2 ADC performance comparison with state-of-the-art stochastic SAR-ADCs.

Fig. 19 MeasuredADC code distributionwith or without stochastic ADC
(31.25 kSps with 32MHz external clock, full-scale is 1.0V, 215 points).

Fig. 20 Measured ADC noise with or without stochastic ADC for 30
chips (31.25 kSps with 32MHz external clock, full-scale is 1.0V).

measured code histogram and lines are fitted normal distri-
butions. Without the stochastic ADC, the average and stan-
dard deviation of the output code are −15.85 and 1.35 LSB.
With the stochastic ADC, they are suppressed to −0.32 and
0.58 LSB, respectively. Note that the histogram count is cal-
culated for 12-bit LSB (truncated LSB four-bits for the result
with stochastic ADC). The offset is canceled and noise is re-
duced by 7.3 dB with the proposed stochastic ADC and its
calibration circuit. Figure 20 shows the noise of the ADC
with or without stochastic ADC with 30 chips. The noises
are reduced by more than 6 dB on all chips. The average
noise is 1.36 LSB without stochastic ADC, and 0.57 LSB
with stochastic ADC.

Fig. 21 Measured ADC spectrum without/with stochastic ADC
(31.25 kSps with 32 MHz oscillator clock, fin = 10.49 Hz, full-scale is
1.0V, 215 points FFT).

Fig. 22 I/O characteristics of the stochastic SAR-ADC for each full-scale
configuration.

Themeasured spectrum of the ADC is shown in Fig. 21.
The input frequency fin is 10.49Hz and the input ampli-
tude is −1 dBFS. The sampling rate is 31.25 kSps. The
SNDRs without and with the stochastic ADC are 58.4 dB
and 62.9 dB, respectively. The SNDR was improved by
4.5 dB compared with that of the SAR-ADC raw output.

Figure 22 shows the ADC I/O characteristics for differ-
ent full-scale (0.5V, 1.0V, and 1.5V) settings, and they were
changed by reference driver setting. The input frequency fin
is 10.49Hz and sampling rate is 31.25 kSps. The SNDRs
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are improved by the stochastic ADC even when full-scale
ranges are changed because the LUTs are optimized by the
proposed calibration circuit.

Table 2 summarizes the performance of the proposed
stochastic SAR-ADC compared to previous works. Note that
FoMw is the Walden figure-of-merit defined as follows:

FoMw =
(Power)

2ENOB × (Sampling Frequency)
. (18)

The noise performance is better than previous studies con-
sidering the full-scale range and resolution.

7. Conclusion

This paper presented a multi-channel AFE IC integrating the
system-level chopping technique and stochastic SAR-ADC.
The system-level chopping technique can reduce interchan-
nel crosstalk by removing the analog demodulator and LPF
in the LNA. This technique can also reduce the area occupa-
tion and chip cost. The resolution enhancement technique by
a stochastic ADC was also proposed. The stochastic ADC
estimates SAR-ADC conversion errors by repetitive compar-
isons with a noisy, low-power comparator. The AFE IC was
fabricated in a 130 nm CMOS process. The interchannel
crosstalk was improved by approximately 40 dB by using the
system-level chopping technique. The system-level chop-
ping technique also enables expanding the bandwidth of the
AFE up to around 3.38 kHz. This leads to the AFE IC being
available for multi-application such as ECG, EEG, and elec-
tromyogram (EMG). The ADC achieved 62.9 dB SNDR at a
sampling frequency of 31.25 kSpswith 10.49Hz,−1.0 dBFS
sinusoidal input. The SNDR was improved by 4.5 dB com-
pared with the raw SAR-ADC output. The proposed AFE
IC can be used for multiple biomedical applications due to
its wide range of bandwidth and resolution configurability.
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