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PAPER
Edge Device Verification Techniques for Updated Object Detection
AI via Target Object Existence

Akira KITAYAMA†a), Goichi ONO†, and Hiroaki ITO††, Nonmembers

SUMMARY Edge deviceswith strict safety and reliability requirements,
such as autonomous driving cars, industrial robots, and drones, necessitate
software verification on such devices before operation. The human cost and
time required for this analysis constitute a barrier in the cycle of software
development and updating. In particular, the final verification at the edge
device should at least strictly confirm that the updated software is not
degraded from the current it. Since the edge device does not have the correct
data, it is necessary for a human to judge whether the difference between the
updated software and the operating it is due to degradation or improvement.
Therefore, this verification is very costly. This paper proposes a novel
automated method for efficient verification on edge devices of an object
detection AI, which has found practical use in various applications. In
the proposed method, a target object existence detector (TOED) (a simple
binary classifier) judges whether an object in the recognition target class
exists in the region of a prediction difference between the AI’s operating
and updated versions. Using the results of this TOED judgement and the
predicted difference, an automated verification system for the updated AI
was constructed. TOED was designed as a simple binary classifier with
four convolutional layers, and the accuracy of object existence judgment
was evaluated for the difference between the predictions of the YOLOv5 L
and X models using the Cityscapes dataset. The results showed judgement
with more than 99.5% accuracy and 8.6% over detection, thus indicating
that a verification system adopting this method would be more efficient than
simple analysis of the prediction differences.
key words: convolutional neural network (CNN), deep neural network
(DNN), object detection, verification using edge devices, automatic verifi-
cation, embedded ai technique, autonomous driving

1. Introduction

Software installed in various kinds of devices must be thor-
oughly verified before such devices are put into operation by
customers. The higher the required safety, reliability, and
quality of the equipment are, the more important verification
becomes, thus increasing the time and cost of verification.
For example, vehicle control software supporting automo-
bile systems requires extremely strict verification to ensure
the safety and security of drivers, pedestrians, and vehicles
[1]–[4]. As illustrated in Fig. 1, when a software defect is
found in revision A, the defact must be corrected in revision
B. Next, the revision B software must be verified not only in
the development environment but also with an experimental
vehicle in the real world for final verification to ensure that
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Fig. 1 Software development process for edge devices (e.g., autonomous
driving cars).

there is no malfunction. As vehicle manufacturers need to
guarantee the safety of their vehicles under all circumstances,
the verification using the experimental vehicle will include a
wide range of driving situations. If a defect is found during
this vehicle verification process, it must be debugged in the
development environment and the software fix must be ver-
ified again with the experimental vehicle. Thus, each time
the software is updated, verification entails a high cost to
analyze the results and an enormous amount of time.

One means of reducing the verification cost is to im-
prove the verification quality in the development environ-
ment by generating test patterns that reproduce real-world
conditions [5]–[7] and selecting efficient verification sce-
narios [8], [9]. However, it is not realistic to generate an
infinite number of possible scenarios, and no matter how
efficiently they are verified, the verification process using
an experimental vehicle cannot be skipped. This seems to
contradict the fact that it is possible to pass verification if
the vehicle is tested under a predetermined driving scenario
and if it passes with the required driving time and distance.
In other words, the two-step process of testing with a suf-
ficiently high-quality simulation and then verifying with an
experimental vehicle cannot be skipped.

Furthermore, the application of AI in vehicle control
software has rapidly advanced in recent years because of the
functional sophistication required for autonomous driving
systems. Unlike software written in a rule-based manner,
the performance of AI is determined by the training data,
training parameters, and learning methods. As a result,
software updates often cause performance improvement or
degradation that was unintended by the developer. Indeed,
researchers have already examined the difficulty and impor-
tance of AI verification and how it should be done [10], [11].
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For example, consider the case of AI for peripheral
recognition, which is essential for many systems, including
autonomous driving. It frequently happens that an object
that can be recognized by an operating AI version cannot be
recognized by an updated version. Accordingly, the AI must
be verified very carefully, and we can easily see that the cycle
of finding, fixing, and updating bugs occurs more frequently
in AI than in rule-based software. Moreover, as AI-capable
autonomous driving systems become more widespread, the
cost of verifying updated AI versions by using experimental
vehicles will become a more critical issue.

In this paper, we examine how to improve the efficiency
of validation with real vehicles during updating of an ob-
ject detection AI [15]–[19], which is one of the most popular
AI applications, alongwith classification tasks [12]–[14] and
segmentation tasks [20]–[22]. Section 2 first describes a pre-
viously proposed verification method and the challenges in
verification with real vehicles, and it then explains our novel
method to address these challenges. Then, Sect. 3 describes
the effectiveness of the proposed method with experimental
results, and Sect. 4 presents our conclusions. This article is
based on our conference paper [26].

2. Verification Method with Vehicles

2.1 Verification Method Compared to Driver’s Control

In this section, we describe one proposedmethod to solve the
issue of the real-vehicle verification cost. Instead of using
several tens of experimental vehicles (n units) as shown in
Fig. 2(a), we can increase the efficiency of verification by a
factor of N by using vehicles owned by ordinary users (N
units, where N�n), as shown in Fig. 2(b). Implementation
of this method requires that verification is performed au-
tomatically, without affecting ordinary users. The method
illustrated in Fig. 3 was proposed to achieve such automatic
verification. The driver’s control (via the steering wheel, gas
pedal, and brake pedal) and the output of the vehicle control
software to be verified are constantly compared. When there
is a difference between the control systems, information from
the onboard sensors at that time is sent to a server. The soft-
ware’s output is not connected to the car’s actuators, and
verification is performed only during manual operation. Al-
though this method relies on an assumption that the driver’s
control is correct, it is much more efficient than verification
using experimental vehicles.

However, because this method has only the driver’s con-
trol as the correct answer for verification, it is not possible
to verify each functional block that constitutes the software
or each AI function alone. In addition, because verification
can only be performed during manual driving, the coverage
and comprehensiveness of the verification scenarios are in-
sufficient. Considering these issues, a possible verification
method is to compare the prediction results of the operating
AI version (verified) and an updated AI version (the target
of verification) during automatic operation, as illustrated in
Fig. 4. In this scheme, the operating version has been suffi-

Fig. 2 Real-world software verification methods.

Fig. 3 Software verification with user vehicles.

Fig. 4 Software verification by comparing operating and updated soft-
ware versions.

ciently validated and judged to be of practical use. It is then
sufficient to show that the updated version does not have de-
graded performance as compared to the operating version.
However, this method has the following issues:
(i) Absence of correct data on edge device:
It is impossible to judge whether the performance differ-
ence between the two versions is due to improvement or
degradation.

(ii) Comprehensiveness of verification:
The large number of user vehicles running at any given
time and location can lead to duplicate or incomplete
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test scenarios.
(iii) Increased hardware resources:
Efficient implementation is necessary to run both the op-
erating and updated AI versions.

(iv) Management of collected data:
Because scenarios that have been determined to exhibit
degradation for a large number of user vehicles are de-
tected and sent to the server, it is necessary to establish
a policy on how to handle the large amount of data sent
to the server.

In this study, we investigated a new method to ensure the
correctness of prediction differences with only the vehicle
system in issue (i), which is the most significant issue in
verification on a real vehicle.

2.2 Proposed AI Verification Method

To verify the updated AI by comparing its prediction results
with those of the operating AI, it is necessary to judge the
validity of prediction differences in the absence of correct
data. As this requires the performance of the judgment
method to exceed that of the AI to be verified, the general
idea is that a higher-performance AI should be installed in
an edge device. However, such high-performance AIs are
difficult to implement in edge devices because of the very
high computational cost. Moreover, if a high-performance
AI could be implemented in the first place, it could be used
without verification.

In contrast, we propose a novel method for verification
in a simpler, easier configuration [26]. First, note that the
prediction result of an object detection AI comprises the

coordinates (region in an image) and class information to
identify an object’s position. Then, improvement or degra-
dation can be determined according to whether or not an
object of the class to be recognized appears in an image
cropped from the region of a prediction difference. The key
point of the proposedmethod is that it can enable verification
with a very simple structure by simplifying the “object de-
tection task,” which predicts a recognition target’s position
and class from an image, to a “binary classification task,”
which simply predicts whether an object in a cropped image
is a recognition target. On the other hand, this method has
an issue of being unable to detect degradation when both
the operating and updated AI versions are wrong (missed or
false positives). We will need to continue examining this
issue, but for the purpose of this paper, we define vehicle
verification as follows:

X In the first phase of vehicle verification, the vehicle is
fully verified in the development environment.

X The final phase of vehicle verification ensures that there
are no serious degradations from safe driving.

Hence, to address this issue, the following discussion as-
sumes that in-vehicle verification is valid as long as there is
no performance degradation relative to the operating version.

Figure 5 illustrates the proposed method’s structure.
The performance improvement or degradation by the up-
dated AI is determined according to the decision rules listed
in Table 1, which use information on whether a detected tar-
get object is captured in the region of the prediction differ-
ence in Fig. 5(e) and information on whether the prediction
difference was detected by the updated AI (f). For example,

Fig. 5 Proposed verification method, illustrated by a simple, clear example scenario.

Table 1 Rules for judging improvement or degradation by an updated AI.
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if the updated AI version does not detect a car (c), but the
operating version does (b), and if the detected object exists in
the region of the prediction difference (e), then the updated
AI is degrading the performance (g).

Below, we describe the target performance of the binary
classifier, which determines the proposed method’s verifica-
tion accuracy. Because data for verification is continuously
input at several tens of frames per second (fps), we assume
that the validity of the verification results is ensured by us-
ing the continuity and fluctuation of the results over several
frames. For example, if a binary classifier with a 95% judg-
ment performance produces the same judgment result for
three consecutive frames, the accuracy is 99.9%. This is a
probabilistic concept that does not hold true under all con-
ditions; however, in this study, we set a temporary target of
95% for the binary classifier’s judgment accuracy.

3. Implementation and Evaluation Results

3.1 Design and Evaluation of Binary Classifiers

Here, we describe the binary classifier’s design in terms
of the training dataset and architecture. The training dataset
comprised images inwhich objects for detection by the object
detection AI to be verified were labeled with either “object,”
indicating existence, or “none,” indicating no object. As
shown in Fig. 6(a), blue rectangular regions with correct
labels (i.e., objects to be detected, such as cars, bicycles, and
pedestrians) were cut out and labeled with “object,” yielding
the results shown in Fig. 6(b). In contrast, the red rectangular
regions (Fig. 6(a)) containing no object to be detected (i.e.,
the background, road surface, buildings, trees, and signs)
were randomly cut out and labeled with “none,” yielding the
results shown in Fig. 6(c). Because of the constraint of a
fixed size for input images to the binary classifier, cut-out
regions were resized to fit in a 64 × 64 pixels region, and
excess areas were filled with zeros.

The training and evaluation datasets for the binary clas-
sifiers contained 3,000 and 500 images from the Cityscapes
training and evaluation datasets, respectively. The training
objects comprised the three classes of vehicles, bicycles,
and pedestrians. As listed in Table 2, the images with exist-
ing objects included 5,000 extracted labels for training and
2,000 for evaluation, while the images without objects in-
cluded 10,000 instances of no object for training and 2,000
for evaluation. For convenience, we refer to these datasets
collectively as the “object existence dataset” below. Note
that if a collected image’s size is too small, or if only a small
portion of an object is shown, even the AI to be verified may
have difficulty detecting the correct label, and it thus may not
correctly predict differences. Accordingly, collected images
with an area of 1,024 pixel2 (equivalent to 32× 32 pixels) or
less were excluded from the dataset.

Next, we describe the configuration of the binary classi-
fier used in this study. It consisted of a simple convolutional
neural network (CNN) to suppress the additional computa-
tional cost. As shown in Fig. 7, the input was a 64× 64 RGB

Fig. 6 Examples from the training and validation datasets for the TOED.

Table 2 Details of object existence in the datasets for the TOED.

Fig. 7 Configuration of the target object existence detector (TOED).
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Fig. 8 Object existence judgment results in terms of the confidence values for arbitrary cropped images.

image, and the classifier predicted whether an object existed
in the image according to classification confidence values.
These values were calculated through processing with four
convolution layers, two fully connected layers, and softmax
activation. Hereafter, we refer to this binary classifier as the
“target object existence detector (TOED).”

The multiply-accumulate (MAC) operation in the con-
volutional and fully connected layers entails 0.5 GFLOPs,
which is less than 0.05% of the scale of operations for object
detectionAImodels such as SSD500 [17] andYOLOv5 [19].
When these AI models are implemented in edge devices, it
is common to remove 80–90% or more of the operations via
model compression techniques [23]–[25]. Even taking this
into account, the proposed TOED can verify a target AI with
an additional operating cost of 0.5% or less.

Figure 8(a) shows a histogram of the TOED’s perfor-
mance on our object existence dataset. The horizontal axis
represents the confidence value indicating the object exis-
tence probability output by the detector. When the confi-
dence threshold that an input image had an object was 50%
for “Judge (1)” in Fig. 7, the judgment performance Atotal
was 98.8%. Specifically, we define the judgment perfor-
mance via the following equations:

Iobj = Joo + Jon, (1)
Inone = Jnn + Jno, (2)

Aobj =
Joo

Joo + Jno
× 100, (3)

Anone =
Jnn

Jnn + Jon
× 100, (4)

Atotal =
Joo + Jnn

Iobj + Inone
× 100. (5)

Here, Iobj and Inone denote the respective numbers of
images with and without objects, and Joo, Jon, Jno, and Jnn
denote the respective numbers of object images judged as
“object,” object images judged as “none,” no-object images
judged as “object,” and no-object images judged as “none.”
In addition, Aobj, Anone, and Atotal denote the respective ac-
curacies of judging “object,” judging “none,”, and judging
the total.

The expanded histogram in Fig. 8(b) shows that many

Fig. 9 Feature scores and confidence values for prediction uncertainty:
(a) the input image obviously includes a car; (b) the input image is unclear.

cases were judged incorrectly despite high confidence (i.e.,
high probability). One reason is that the feature values
(x1, x2) output by all the combined layers in the classifier’s
final stage were compressed by the softmax activation to a
prediction confidence (y1, y2) between 0 and 1, thus losing
the scalar values of the features. The softmax activation
was defined by the following equations, where x1 denotes
the “object existence score,” and y1 denotes the “object ex-
istence confidence,” as represented by the x-axis in Fig. 8:

y1 =
exp (x1)

exp (x1) + exp (x2)

y2 =
exp (x2)

exp (x1) + exp (x2)

. (6)

In the example shown in Fig. 9, the x1 of the extracted
feature is high because the image in (a) obviously shows a
vehicle, and after softmax processing, the prediction confi-
dence y1 = 0.9. On the other hand, the image in (b) has an
indistinct background but also looks like a car. The feature
extracted from this image has low values for both x1 and x2,
but the softmax processing may give the same confidence as
in (a), depending on the ratio of these values. In other words,
the prediction results are highly uncertain.

Hence, to improve the judgment performance by using
the object existence score, we adopted a policy of at least
not allowing degradation to be missed. For this purpose,
uncertain predictions with small scores, such as the scenario
in Fig. 9(b), are judged as belonging to a “gray zone” and are
sent to the server in the sameway as scenarios that are judged
to have degraded performance. Figure 10 shows a histogram
of the object existence scores obtained with this approach.
For feature values of −3 or lower, A_(none) was 99.0%, and
for feature values of 2 or higher, A_(exist) was 99.4%. On



KITAYAMA et al.: EDGE DEVICE VERIFICATION TECHNIQUES FOR UPDATED OBJECT DETECTION AI VIA TARGET OBJECT EXISTENCE
1291

Fig. 10 Object existence judgment results using scores for arbitrary
cropped images.

the other hand, the interval from−3 to 2 accounted for 10.5%
of the total and comprised a mixture of actual objects and
nonexistent objects, as given by the following gray zone ratio
Rgz :

Rgz =
Jgz

Iobj + Inone
× 100. (7)

Here, Jgz denotes the number of images judged as “gray
zone,” meaning that the TOED predicted either “object,”
“none,” or “gray zone.” In other words, this feature range
constitutes a gray zone in which an object’s existence cannot
be determined. However, by sending such data to the server
with a suspicion of degradation to avoid missing objects, we
confirmed degradation detection with a judgment accuracy
Atotal of more than 99.2% (with a 10.5% gray zone) for this
dataset.

3.2 Evaluation Results of Proposed Verification Method

The performance of the proposed method was evaluated us-
ing the configuration shown in Fig. 5. The operating AI
version was the L model of YOLOv5 [18], the updated AI
version was the X model of YOLOv5, and the input images
were 500 evaluation images from Cityscapes. The Intersec-
tion over Union (IoU) between bounding boxes (bboxes) in
each version’s prediction results was calculated for all com-
binations, and if no combination had a value greater than
0.5, that bbox was considered to be the prediction differ-
ence. However, using the rules listed in Table 1 to verify the
detection patterns shown in Fig. 11 would lead to errors in
cases of (c) double detection, (d) partial detection, (e) ex-
ceeded detection including both the background and object,
and so on. For example, consider the case where the pre-
diction result of the operating AI is shown in Fig. 11(c) (the
outer bbox is correct and the inner bbox is wrong), and the
updated AI only predicted the outer bbox. On the other hand,
let us consider the case where a operating AI detects both
outer and inner bboxes. Therefore, the difference in predic-
tion between the updated and operating AI is inner bbox. In
this case, the updated AI does not detect the inner bbox, so
we can say that its performance has improved. On the other

Fig. 11 Examples of each prediction difference mode and their percent-
ages.

Fig. 12 Example of differences between the two AI versions’ predictions.

hand, since the inner bbox shows only a part of the vehicle,
it is judged as an “object” with high probability. Therefore,
the performance of the updated AI, which does not detect
the inner bbox, is judged “degraded” according to the rules
in Table 1. To reduce the occurrence of these complex de-
tection patterns, only results with a predicted confidence of
0.8 or higher were considered in this paper. Figure 11(f)
and (g) show the percentages for each detection mode when
the confidence threshold for extracting prediction differences
was set to 0.8 and 0.25, respectively. Although measures for
cases (c–e) are necessary, depending on how strictly they are
verified, this paper focuses on verifying cases (a) and (b),
which occur the most frequently.

Next, Fig. 12 shows an example of prediction results
obtained by the operating and updated AI versions and their
prediction differences. In the lower image, the areas of pre-
diction differences are filled in pink. The prediction differ-
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Fig. 13 Judgment results for object existence using the scores for predic-
tion differences between the two AI versions.

ences with a frame are bboxes predicted only by the updated
AI, while those without a frame are bboxes predicted only
by the operating AI.

Figure 13 shows the prediction results of the binary clas-
sifier described in Sect. 3.1when the confidence threshold for
extracting prediction differences was 0.8. The judgment ac-
curacy was 94.6% for images with objects and 98.3% for im-
ages without objects. These results demonstrate the prospect
of achieving a total judgment accuracy of more than 90%,
but they also clearly revealed the issue of a large number of
images in the gray zone (23.3%). One reason for the worse
results than those shown in Fig. 10 is that images yielding
prediction differences are generally more difficult to recog-
nize, so the binary classifier tends to make wrong decisions.
Furthermore, simply using the TOED output (exist/none) is
not sufficient to verify class errors in the prediction results.
To address this problem, it is not enough to simply review the
training dataset; it is necessary to change the configuration
of the binary classifier. The next section describes methods
for improving verification performance.

3.3 Improved Performance of TOED

Lastly, we describe the results of our study on an example of
classification performance improvement. Currently, the bi-
nary classifier’s task is to determine whether an object to be
verified exists. Therefore, while this method can verify the
existence of bboxes, it is not sufficient for verifying the clas-
sification results. In addition, the more classes there are to
be verified, the higher the performance requirements and the
larger the required network size, because the binary classi-
fier needs to learn the features of various objects. Moreover,
the addition of new classes when updating the AI version re-
quires retraining and redesign of the binary classifier, which
poses a challenge in practical terms. To address these issues
while improving the classification performance, we propose
a new method that implements a TOED for each class, as
shown in Fig. 14, and selects the detector according to the
class information of the prediction results. This method has
the advantage that the decision performance of classifiers
for other classes is not affected when a new class is added,
because it is only necessary to design and add a TOED for

Fig. 14 Configuration with a TOED implemented for each class.

each class. In addition, the method in Figure 14 can also
verify the validity of the estimated classification. For exam-
ple, when the prediction for “vehicle” is “bus,” the TOED
for “bus” can judge whether the prediction is a bus or not.
This means the class of the prediction can be verified.

With this new method, the structure of the CNN for
judgment was the same as that shown in Fig. 7. For exam-
ple, the training data for the car existence detector used the
cropped image of a car and other images (bicycles, pedestri-
ans, background, etc.). For the bicycle and pedestrian exis-
tence detectors, we also used the image data of the respective
class and the image data of other objects for training. The
evaluation results for each detector’s performance are shown
in Fig. 15. The percentages of gray zones that were diffi-
cult to judge were 0%, 9.5%, and 7.8% for cars, bicycles,
and pedestrians, respectively. The total percentage of gray
zones decreased from 23.3% to 8.6%, thus confirming the
advantage of implementing a detector for each class.

As shown in Fig. 15, the judgement accuracy is more
than 98%, which appears to be a good result. However,
the accuracy should be improved as much as possible, since
a 1~2% performance degradation will be missed. As one
method to improve the judgment accuracy as much as possi-
ble, we propose the configuration and processing flow shown
in Fig. 16. This method uses all of the multiple TOEDs in-
stalled in Fig. 14 and combines their results.

As shown in the flowchart in Fig. 16(b), if the result of
the TOED for the predicted class is “Exist” and any other
TOED is judged to be “Exist”, the predicted class may be
wrong and is judged to be in the “Gray zone”. This allows
the accuracy of the validation to be improved by finding
possible errors among the results that TOED judges to be
“Exist”. The TOED “Exist” accuracy was 99.8% for cars,
98.1% for bike, and 99.0% for person, respectively, for a
total improvement to 99.5%.

Finally, we compared the verification accuracy of the
proposed method (Fig. 5) with the accuracies of the stan-
dard verification method of simply comparing the operating
and updated AI versions (Fig. 4) and an ensemble method
with an additional object detection AI. The ensemble-
based object detection AI used three YOLOv5 M models
(49.0GFLOPs/model) [19] trained with random initial pa-
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Fig. 15 Judgment results with a TOED implemented for each class, in
terms of the scores for prediction differences between the two AI versions.

rameters on the Cityscapes dataset. Majority voting on the
three model’s inference results was applied to detect degra-
dation in the updatedAI version. Table 3 lists the verification
accuracy and its breakdown for each method, as well as the
cost of additional operations. The results confirm that this
method can achieve high verification accuracy with very lit-
tle additional operation cost.

4. Conclusion

In this paper, we have proposed a novel verification method
for an object detection AI, which is the most popular AI in
the field of autonomous driving, to reduce the cost of veri-
fying an updated AI version in edge devices such as vehicle
ECUs. The method uses a target object existence detector
(TOED) consisting of a binary classifier that compares the

Fig. 16 Method for improving judgement accuracy of verify function
using multiple TOEDs.

Table 3 Degradation detection accuracy for each verification method
with updated software.

prediction results of the operating and updated AI versions to
judge whether there is an object to be detected in the region
where a prediction difference occurs. Using the results of this
TOED judgement and the predicted difference, an automated
verification system for the updated AI was constructed. As
a result, performance improvement or degradation in the up-
dated AI version can be recognized even in edge devices with
no correct data. The TOED was used to determine the pre-
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diction differences between the L and X models of YOLOv5
on the Cityscapes dataset, and the resulting accuracy was
more than 96.5%. In addition, by implementing a TOED for
each class, the percentage of “gray zone” cases was reduced
from 22.3% to 8.6%, and the judgement accuracy to 98.6%.
It was also confirmed that using all the TOED results in-
troduced for each class improved the judgment accuracy to
99.5%, thus confirming the validation method’s practicality.
In the future, we aim to further improve the TOED’s accu-
racy and increase its efficiency of using hardware resources.
We also plan to investigate a system that guarantees the com-
prehensiveness of verification, with the goal of putting this
verification technology to practical use.
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