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Constructions of 2-Correlation Immune Rotation Symmetric
Boolean Functions∗

Jiao DU† ,††a), Ziwei ZHAO† ,††, Shaojing FU†††, Longjiang QU††††, and Chao LI††††, Nonmembers

SUMMARY In this paper, we first recall the concept of 2-tuples distri-
bution matrix, and further study its properties. Based on these properties,
we find four special classes of 2-tuples distribution matrices. Then, we
provide a new sufficient and necessary condition for n-variable rotation
symmetric Boolean functions to be 2-correlation immune. Finally, we give
a new method for constructing such functions when n = 4t − 1 is prime,
and we show an illustrative example.
key words: rotation symmetric boolean function, correlation immune,
support table, 2-tuples distribution matrix

1. Introduction

Boolean functions are used for designing stream ciphers,
block ciphers and hash functions in cryptography. Their
cryptographic properties greatly influence cryptosystem se-
curity. Rotation symmetric Boolean functions (RSBFs) are a
special class of Boolean functions, which are invariant under
circular translation of indices. RSBFs were introduced by
Filiol and Fontaine in [1], [2] under the name of idempotent
functions and studied by Pieprzyk and Qu [3] under their fi-
nal name. The fact that the special structure of RSBFs allows
for faster computation makes it possible to quickly search for
Boolean functions with good cryptographic properties. For
instance, nonlinearity and correlation immunity of RSBFs
were studied in [4], [5].

A Boolean function f is said to be correlation immune
of order d (in brief, d-correlation immune or d-CI) if the
output distribution of f does not change when at most d
input variables are fixed [6]. In 1988, Xiao and Massey [7]
gave a characterization of d-CI Boolean functions by use of
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the Fourier-Hadamand transform. Since then, the correla-
tion immune Boolean function has been an active area of
research, and correlation immunity has been one of the main
design criteria for shift registers based on stream ciphers
[8], [9]. In addition, the correlation immune functions are
closely related to orthogonal arrays, which was introduced
by C.R. Rao [10].

In terms of the counting and constructions of correla-
tion immune RSBFs, Stănică P. [4] first gave the enumerative
results of 1-CI RSBFs when n is prime. Fu et al. [11] studied
the number of 1-CI RSBFs, and gave the exact number of
1-CI RSBFs with 11 variables. The resilient functions is a
special class of correlation immune functions. Some elabo-
rate sufficient and necessary conditions for the existence of
1- and 2-RSBFs in a given number of variables are given in
[12]. In 2020, Du et al. [13] proposed the concept of 2-tuples
distribution matrix of the rotation symmetric orbits, and then
constructed a class of 2-resilient RSBFswith 4t−1 variables.
Recently, Du et al. [14] proposed a new characterization of
2-resilient RSBFs by the 2-tuples distribution matrix. So far
as we know, there are few results about 2-CI RSBFs. Wewill
study the constructions of 2-CI RSBFs based on the results
proposed in [4].

In this work, we first further study the properties of the
2-tuples distribution matrix, and give four special classes
of 2-tuples distribution matrices. Based on these results,
a new sufficient and necessary condition of 2-correlation
immune RSBFs is proposed. At last, we give a new method
to construct such functions with n variables, where n = 4t−1
is prime, and an example is given to illustrate the method.

The rest of the paper is organized as follows. In Sect. 2,
we recall some necessary notions and definitions. In Sect. 3,
we introduce the properties of the 2-tuples distribution ma-
trix. In Sect. 4, we propose a new sufficient and necessary
condition of 2-correlation immune RSBFs, and a concrete
constructions of 2-correlation immune RSBFs are demon-
strated. Moreover, an illustrative examples are given. Fi-
nally, Sect. 5 concludes the article.

2. Preliminaries

Let Fn2 be the n-dimensional vector space over the binary
finite field, i.e., F2 = {0,1}. An n-variable Boolean function
is a mapping from Fn2 to F2. Define Bn to be the set of all
n-variable Boolean functions. The support of f ∈ Bn is
defined as supp( f ) = {x ∈ Fn2 | f (x) = 1}. In this paper, for
simplicity, and if there is no confusion, we continue to write
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supp( f ) for the support table of f , i.e., a matrix whose row
vectors are elements in the support of f [12].

Let A = (ai, j)m×n and B be m × n and p × q matrices,
respectively. The Kronecker product of A and B is defined
as the mp × nq matrix A ⊗ B = (ai, jB)mp×nq . Let AT be
the transpose of the matrix A, and let bnc denote the largest
integer less than or equal to n, i.e., n − 1 ≤ bnc ≤ n. Let 1k
be the k ×1 vector of 1s, and 0k be the k ×1 vector of 0s. To
avoid confusion, we denote the sum over Z by +, and the sum
over F2 by ⊕. Given a vector x = (x0, x1, · · · , xn−1) ∈ F

n
2 , we

define its support as the set supp(x) = {0 ≤ i ≤ n−1|xi = 1},
and its Hamming weight as wt(x) = x0 + x1 + · · ·+ xn−1. We
denote by x = (x0 ⊕ 1, x1 ⊕ 1, · · · , xn−1 ⊕ 1) the complement
of x. For 0 ≤ k ≤ n − 1, we define

ρkn(xi) =
{

xi+k, if i + k < n;
xi+k−n, if i + k ≥ n,

where xi ∈ F2 and 0 ≤ i ≤ n − 1. We can also extend
the definition of ρkn to n-tuples as ρkn(x0, x1, · · · , xn−1) =
(ρkn(x0), ρ

k
n(x1), · · · , ρ

k
n(n−1)).

Definition 1 [3], [4] For f ∈ Bn, if f (ρkn(x0, x1, · · · ,
xn−1)) = f (x0, x1, · · · , xn−1) holds for any 0 ≤ k ≤ n− 1 and
(x0, x1, · · · , xn−1) ∈ F

n
2 , then f is called a rotation symmetric

Boolean function (RSBF). We denote by RSBFn the set of
all the n-variable RSBFs.

Definition 2 [4], [5], [11], [12] The orbit generated by
x ∈ Fn2 under the action of cyclic group Cn = {ρ

k
n |0 ≤ k ≤

n − 1} is defined as On(x) = {ρkn(x)|x ∈ Fn2 ,0 ≤ k ≤ n − 1}.
If |On(x)| = n, we say On(x) is a long orbit, and if |On(x)| =
l < n, we call it a short orbit.

In this paper, On(x) also represents the following orbit
matrix when no confusion can arise [12]–[15],

On(x) =
©­­­­«

ρ0
n(x)
ρ1
n(x)
...

ρl−1
n (x)

ª®®®®¬
=

©­­­­«
x0 x1 · · · xn−1
x1 x2 · · · x0
...

...
. . .

...
xl−1 xl · · · xl−2

ª®®®®¬
(1)

= (X0,X1, · · · ,Xn−1),

where |On(x)| = l, l |n. If |On(x)| = n, it is clear that On(x)
is a symmetric matrix.

If |On(x)| = l < n satisfies n = tl, then x =
1T
t ⊗ (x0, x1, · · · , xl−1) and On(x) = 1T

t ⊗ (X0,X1, · · · ,Xl−1).
Assume that Õn(x) = 1t ⊗ On(x). It is easily seen that the
number of the rows of Õn(x) is n, then the matrix Õn(x) can
be seen as a long orbit, which is given by the matrix On(x).

Definition 3 [14] Let On(x) = (X0,X1, · · · ,Xn−1) for
x ∈ Fn2 , where Xi is the (i + 1)-th column vector of On(x).
Let bi1, bi2 and bi3 denote respectively the number of times
that 2-tuples, i.e., 00, 01(10) and 11, appear in the rowvectors
of (X0,Xi), where 1 ≤ i ≤ b n2 c, then the following matrix is
called the 2-tuples distribution matrix of On(x),

BOn(x) =

©­­­­«
b11 b12 b13
b21 b22 b23
...

...
...

b b n2 c1 b b n2 c2 b b n2 c3

ª®®®®¬
=

©­­­­«
β1
β2
...

βb n2 c

ª®®®®¬
(2)

= (b1,b2,b3)

where bi is the i-th column vector of BOn(x) for 1 ≤ i ≤ 3
and βj is the j-th row vector of BOn(x) for 1 ≤ j ≤ b n2 c.

Moreover, BOn(x)
⋃

On(y) = BOn(x) + BOn(y) if On(x) ,
On(y), where x,y ∈ Fn2 , and it is easy to verify that BOn(x) =
(b3,b2,b1).

Definition 4 [16] Let a = (a0,a1, · · · ,an−1, · · · ) be a
sequence with the period n, where ai ∈ F2. If the elements
of a sequence b = {bi} are defined by

bi = asi, ∀i ≥ 0,

then b is called an s-decimation sequence of a, denoted by
b = a(s), where the period of s-decimation a(s) is n/(s,n).

For simplicity, we also regard a with the period n as
vectors over Fn2 , i.e., a = (a0,a1, · · · ,an−1).

Definition 5 [17] An N ×n array Awith entries from F2
is said to be an orthogonal array with 2 levels, strength t and
index λ if every N × t subarray of A contains each t-tuples
based on F2 exactly λ times as a row. We will denote such
an array by OA(N,n,2, t).

3. Properties of 2-Tuples Distribution Matrix

In this section we will further analyze the basic properties of
2-tuples distribution matrix.

Lemma 1 [13] For each x ∈ Fn2 , suppose that On(x) is
defined by (1). Define

B̂On(x) =

©­­­­«
b11 b12 b13
b21 b22 b23
...

...
...

b(n−1)1 b(n−1)2 b(n−1)3

ª®®®®¬
=

©­­­­«
β1
β2
...

βn−1

ª®®®®¬
,

and let bi1, bi2 and bi3 denote respectively the number of
times that 2-tuples, i.e., 00, 01(10) and 11, appear in the row
vectors of (X0,Xi) for 1 ≤ i ≤ n− 1, where βi is the i-th row
vector of B̂On(x). Then βi = βn−i .

Property 1 Suppose thatOn(x) and BOn(x) are defined
by (1) and (2), where x ∈ Fn2 . If wt(x) = ω and |On(x)| = l
satisfies n = tl, where t is a positive integer, then b1 − b3 =
1 b n2 c ⊗ (

n−2ω
t ), b1 + b2 = 1 b n2 c ⊗ (

n−ω
t ) and b2 + b3 =

1 b n2 c ⊗ (
ω
t ).

Proof. If t = 1, we have |On(x)| = n. According to
Definition 3, it is easy to know that bi1 + bi2 = n − ω and
bi2 + bi3 = ω, which leads to bi1 − bi3 = n − 2ω. Hence,
b1−b3 = 1 b n2 c⊗(n−2ω), b1+b2 = 1 b n2 c⊗(n−ω) and b2+b3 =
1 b n2 c ⊗ (ω).

If t > 1, we have |On(x)| = l < n. Assume that
Õn(x) = 1t ⊗ On(x), then we continue in the same way as
above. Obviously, t(bi1 + bi2) = n −ω and t(bi2 + bi3) = ω.
We get t(bi1 − bi3) = n − 2ω. Thus, b1 − b3 = 1 b n2 c ⊗
( n−2ω

t ), b1 + b2 = 1 b n2 c ⊗ (
n−ω
t ) and b2 + b3 = 1 b n2 c ⊗ (

ω
t ).
�

Property 2 Let n be prime, On(x) and BOn(x) be de-
fined by (1) and (2) for x ∈ Fn2 , and let x(s) be s-decimation
of x, where 1 ≤ s ≤ n − 1. Then BOn(x(s)) = BOn(x(n−s)) and
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the row vectors of BOn(x(s)) are the permutations of the row
vectors of BOn(x).

Proof. On the one hand, recall that x(s) =
(x0, xs(mod n), x2s(mod n), · · · , x(n−1)s(mod n)). We have

BOn(x(s))=

©­­­­«
βs(mod n)

β2s(mod n)

...
βb n2 cs(mod n)

ª®®®®¬
, BOn(x(n−s))=

©­­­­«
β(n−s)(mod n)

β2(n−s)(mod n)

...
βb n2 c(n−s)(mod n)

ª®®®®¬
.

From βi = βn−i we get BOn(x(s)) = BOn(x(n−s)).
On the other hand, obviously is . js(mod n) for any 1 ≤

j < i ≤ b n2 c. Moreover, we have is(mod n)+ js(mod n) , n.
Otherwise, (i+ j)s ≡ 0(mod n). It follows that i = n− j, which
contradicts with 1 ≤ j < i ≤ b n2 c. Thus, by βi = βn−i for
1 ≤ i ≤ n−1, the set {βs(mod n), β2s(mod n), · · · , βb n2 cs(mod n)}

is equal to the set {β1, β2, · · · , βb n2 c} for 1 ≤ s ≤ b n2 c. Then
the row vectors of BOn(x(s)) are the permutations of the row
vectors of BOn(x). �

Remark 1 With the help of Property 2, it can be eas-
ily verified that if BOn(x) has two different row vectors, then
BOn(x(1)),BOn(x(2)), · · · , B

On(x(b
n
2 c))

are different from each
other.

For any x ∈ Fn2 , given On(x) and BOn(x) by (1) and
(2). Let n be an odd prime, x(s) be s-decimation of x,
where 1 ≤ s ≤ b n2 c, and let S = {i1, i2, · · · , im} ⊆ T =
{1,2,3, · · · , b n2 c}.

Property 3 Let the notions and symbols be defined
as before, we have∑

i∈T

BOn(x(i)) = 1 b n2 c ⊗ (
∑
i∈T

bi1,
∑
i∈T

bi2,
∑
i∈T

bi3).

Proof. According to Lemma 1 and Property 2, we have

b n2 c∑
i=1

BOn(x(i))=
1
2

n−1∑
i=1

BOn(x(i))=1 b n2 c ⊗
1
2
(β1+β2+· · ·+βn−1)

=1 b n2 c ⊗ (β1 + β2 + · · · βb n2 c)

=1 b n2 c ⊗ (
∑
i∈T

bi1,
∑
i∈T

bi2,
∑
i∈T

bi3).

�
Property 4 Let the notions and symbols be defined

as before. Suppose that x ∈ Fn2 and wt(x) = ω, then∑
i∈S

B
On(x(i)) +

∑
i∈T\S

BOn(x(i)) = 1 b n2 c ⊗ (µ1, µ2, µ3),

where µ1 =
∑
i∈T

bi1 − m(n − 2ω), µ2 =
∑
i∈T

bi2 and µ3 =∑
i∈T

bi3 + m(n − 2ω).

Proof. From Definition 3 we have

BOn(x) − BOn(x) = 1 b n2 c ⊗ (2ω − n,0,n − 2ω).

It’s easy to verify that x(s) = x(s). Thus,

∑
i∈S

B
On(x(i)) +

∑
i∈T\S

BOn(x(i)) =
∑
i∈S

B
On(x(i))

+
∑
i∈T\S

BOn(x(i))

=
∑
i∈S

(
B
On(x(i))

− BOn(x(i))
)
+

∑
i∈T

BOn(x(i))

= 1 b n2 c⊗(
∑
i∈T

bi1 − m(n − 2ω),
∑
i∈T

bi2,
∑
i∈T

bi3+m(n − 2ω)).

�
Property 5 Let n be odd, On(x) and BOn(x) be defined

by (1) and (2) for x ∈ Fn2 . Suppose that wt(x) = ω and
|On(x)| = l satisfies n = tl, where t is a positive integer, then

b n2 c∑
i=1

bi1=
(n−ω)(n−ω−1)

2t
,

b n2 c∑
i=1

bi2=
ω(n−ω)

2t
,

b n2 c∑
i=1

bi3=
ω(ω−1)

2t
.

Proof. If t = 1, we have |On(x)| = n. By (1), write
XT

0 Xi = x0xi + x1xi+1 + · · ·+ xn−1xi−1, where 1 ≤ i ≤ n− 1.
Then

∑n−1
i=1 XT

0 Xi =
∑n−1

i=0 xi(x0+ · · ·+xi−1+xi+1+ · · ·+xn−1)

= ω(ω−1). It’s easy to see that
∑n−1

i=1 XT
0 Xi represents the

number of vector (1,1) in (X0,Xl) for all 1 ≤ l ≤ n − 1.
By Definition 3 and Lemma 1, we have

∑n−1
i=1 XT

0 Xi =

2
∑ b n2 c

i=1 bi3. So
∑ b n2 c

i=1 bi3 = 1
2ω(ω− 1). Note that bi1 + bi2 =

n−ω and bi2+ bi3 = ω. Then
∑ b n2 c

i=1 (bi1+ bi2) = b n2 c(n−ω)

and
∑ b n2 c

i=1 (bi2 + bi3) = b n2 cω. Hence,

b n2 c∑
i=1

bi2 =
1
2
ω(n − ω),

b n2 c∑
i=1

bi1 =
1
2
(n − ω)(n − ω − 1).

If t > 1, we have |On(x)| = l < n. Write Õn(x) =
1t ⊗ On(x). Then we have

BÕn(x) =

©­­­­­«
b̃11 b̃12 b̃13
b̃21 b̃22 b̃23
...

...
...

b̃ b n2 c1 b̃ b n2 c2 b̃ b n2 c3

ª®®®®®¬
.

It is easy to see that b̃i j = tbi j , where 1 ≤ i ≤ b n2 c and
1 ≤ j ≤ 3. Therefore,

b n2 c∑
i=1

bi1=
(n−ω)(n−ω−1)

2t
,

b n2 c∑
i=1

bi2=
ω(n−ω)

2t
,

b n2 c∑
i=1

bi3=
ω(ω−1)

2t
.

�

4. Constructions of 2-Correlation Immune RSBFs

Lemma 2 [12] Let f ∈ RSBFn and its support table be
supp( f ) = (c0, c1, · · · , cn−1), where ci is the (i+1)-th column
vector of supp( f ). Then f is 2-CI if and only if (c0, cl) is an
OA(|supp( f )|,2,2,2), where 1 ≤ l ≤ b n2 c.

Based on 2-tuples distribution matrix, we privide a new
sufficient and necessary condition of 2-correlation immune
RSBFs as follows:

Theorem 1 Let f ∈ RSBFn. Then f is 2-CI if and
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only if the 2-tuples distribution matrix of its support table
supp( f ) satisfies

Bsupp( f ) =

©­­­­«
k k k
k k k
...

...
...

k k k

ª®®®®¬ b n2 c×3

= 1 b n2 c ⊗ (k, k, k), (3)

where k = |supp( f ) |4 .
Proof. Assume that f is a 2-CI, then (c0, cl) is an

OA(|supp( f )|,2,2,2) by Lemma 2, where 1 ≤ l ≤ b n2 c.
Thus, the numbers of (0,0), (0,1), (1,0) and (1,1) in (c0, cl)
are all |supp( f )|/4. According to Definition 3, we have
Bsupp( f ) = 1 b n2 c ⊗ (k, k, k), where k = |supp( f ) |4 .

Conversely, if Bsupp( f ) = 1 b n2 c ⊗ (k, k, k), where
k = |supp( f ) |

4 , then it is easy to know that (c0, cl) is
an OA(|supp( f )|,2,2,2) from Definitions 3 and 5, where
1 ≤ l ≤ b n2 c. Hence, by Lemma 2, f is 2-CI. �

Remark2 When k = 2n−3, f (x) is a 2-resilient RSBF.
By Theorem 1, we know that constructing 2-correlation

immune RSBFs is equivalent to finding the union of several
orbits such that the sum of their corresponding 2-tuples dis-
tribution matrices is the matrix in (3). In order to construct
2-correlation immune RSBFs, we demonstrate four distinct
classes of 2-tuples distribution matrices as follows:

(i) For x ∈ Fn2 , if wt(x) = 1, then the 2-tuples distribution
matrix of On(x) is

1 b n2 c ⊗ (n − 2,1,0).

(ii) Let n = 4t − 1 be a prime and t ≥ 2 be an integer.
We can get a vector x ∈ Fn2 from the cyclic Hadamard
matrix [18] H(n+1)×(n+1), and the method of obtaining
x is described in Sect. 3 of [15], where wt(x) = 2t and
the 2-tuples distribution matrix of On(x) is

1 b n2 c ⊗ (t − 1, t, t).

(iii) Let n be odd prime. By Properties 3 and 5, we get∑
s∈T

BOn(x(s))=1 b n2 c⊗
1
2
(
(n−ω)(n−ω−1),ω(n−ω),ω(ω−1)

)
.

(iv) Let n be odd prime. By Properties 4 and 5, we obtain∑
j∈S

B
On(x( j)) +

∑
i∈T\S

BOn(x(i)) = 1 b n2 c ⊗ (µ1, µ2, µ3),

where µ1 =
1
2 (n − ω)(n − ω − 1) − m(n − 2ω), µ2 =

1
2ω(n − ω) and µ3 =

1
2ω(ω − 1) + m(n − 2ω).

Next we will construct 2-correlation immune RSBFs
based on these four 2-tuples distribution matrices.

Construction. Let n = 4t − 1 be a prime and t, m be
positive integers.

It is easy to see that the orbits that correspond to

these four 2-tuples distribution matrices mentioned above
are all long orbits, then we have |supp( f )| = n(n +
1). Let T = {1,2, · · · , b n2 c}, S = {i1, i2, · · · , im} ⊆ T ,
S′ = { j1, j2, · · · , jl} ⊆ T and k = n(n+1)

4 . Let x1 =
(1,0,0, · · · ,0,0) ∈ Fn2 , and let x2 be obtained from a
cyclic Hadamard matrix of order n + 1. Suppose that both
BOn(x3) and BOn(x4) have two different row vectors, where
wt(x3) = ω1, wt(x4) = ω2. We have the following Theorem
2.

Theorem 2 Let the notions be defined as before. If
there exist ω1, ω2 and m such that one of the following
equations holds, then 2-correlation immune RSBFs can be
obtained.

(1) BOn(x1) + BOn(x2) +
∑
i∈T

B
On(x(i)3 )

+
∑
i∈S

B
On(x4

(i)
)
+∑

i∈T\S
B
On(x(i)4 )

= 1 b n2 c ⊗ (k, k, k);

(2) BOn(x1) + BOn(x2) +
∑
i∈T

B
On(x(i)3 )

+
∑
i∈S

B
On(x4

(i)
)
+∑

i∈T\S
B
On(x(i)4 )

= 1 b n2 c ⊗ (k, k, k);

(3) BOn(x1) + BOn(x2) +
∑
i∈T

B
On(x(i)3 )

+
∑
i∈S

B
On(x4

(i)
)
+∑

i∈T\S
B
On(x(i)4 )

= 1 b n2 c ⊗ (k, k, k);

(4) BOn(x1) + BOn(x2) +
∑
i∈T

B
On(x(i)3 )

+
∑
i∈S

B
On(x4

(i)
)
+∑

i∈T\S
B
On(x(i)4 )

= 1 b n2 c ⊗ (k, k, k);

(5) BOn(x1) + BOn(x2) +
∑
i∈S′

B
On(x3

(i)
)
+

∑
i∈T\S′

B
On(x(i)3 )

+∑
i∈S

B
On(x4

(i)
)
+

∑
i∈T\S

B
On(x(i)4 )

= 1 b n2 c ⊗ (k, k, k);

(6) BOn(x1) + BOn(x2) +
∑
i∈S′

B
On(x3

(i)
)
+

∑
i∈T\S′

B
On(x(i)3 )

+∑
i∈S

B
On(x4

(i)
)
+

∑
i∈T\S

B
On(x(i)4 )

= 1 b n2 c ⊗ (k, k, k);

(7) BOn(x1) + BOn(x2) +
∑
i∈S′

B
On(x3

(i)
)
+

∑
i∈T\S′

B
On(x(i)3 )

+∑
i∈S

B
On(x4

(i)
)
+

∑
i∈T\S

B
On(x(i)4 )

= 1 b n2 c ⊗ (k, k, k);

(8) BOn(x1) + BOn(x2) +
∑
i∈S′

B
On(x3

(i)
)
+

∑
i∈T\S′

B
On(x(i)3 )

+∑
i∈S

B
On(x4

(i)
)
+

∑
i∈T\S

B
On(x(i)4 )

= 1 b n2 c ⊗ (k, k, k).

Proof. We give the proof only for equation (1), the rest
of the cases is similar.

It is easy to check that the sum of these four 2-tuples
distribution matrices is as follows:

BOn(x1) + BOn(x2) +
∑
i∈T

B
On(x(i)3 )

+
∑
i∈S

B
On(x4

(i)
)
+

∑
i∈T\S

B
On(x(i)4 )

= 1 b n2 c ⊗ (n − 2,1,0) + 1 b n2 c ⊗ (t − 1, t, t)

+1 b n2 c ⊗ (
(n − ω1)(n − ω1 − 1)

2
,
ω1(n − ω1)

2
,
ω1(ω1 − 1)

2
) + 1 b n2 c⊗( (n−ω2)(n−ω2−1)

2
−m(n−2ω2),

ω2(n−ω2)

2
,
ω2(ω2−1)

2
+ m(n−2ω2)

)
= 1 b n2 c ⊗ MT,

where



DU et al.: CONSTRUCTIONS OF 2-CORRELATION IMMUNE ROTATION SYMMETRIC BOOLEAN FUNCTIONS
1245

M =
©­­«

n+t−3+ (n−ω1)(n−ω1−1)
2 +

(n−ω2)(n−ω2−1)
2 −m(n−2ω2)

t + 1 + ω1(n−ω1)
2 +

ω2(n−ω2)
2

t + ω1(ω1−1)
2 +

ω1(ω2−1)
2 + m(n − 2ω2)

ª®®¬ .
Suppose that the equation (1) holds, then we can obtain the
following system of equations

t−3+n(n−ω1−ω2)+
1
2ω1(ω1+1)+ 1

2ω2(ω2+1)−m(n−2ω2)= k
t + 1 + 1

2ω1(n − ω1) +
1
2ω2(n − ω2) = k

t + 1
2ω1(ω1 − 1) + 1

2ω2(ω2 − 1) + m(n − 2ω2) = k
,

(4)

where k = n(n+1)
4 and 1 ≤ m ≤ b n2 c are all integers.

When n is determined, we set the values of ω1 and ω2
according to the system of equations, and if m has an integer
solution in the above equation, we can choose the appropriate
vectors x2, x3 and x4. Let the support of f ∈ Bn be

supp( f ) =On(x1)
⋃

On(x2)
⋃ (⋃

i∈T

On(x(i)3 )
)

(5)⋃ (⋃
i∈S

On(x4
(i)
)
) ⋃ ( ⋃

i∈T\S

On(x(i)4 )
)
.

By Theorem 1, f is a 2-correlation immune RSBF. The
rest of the proof runs as before. We can also obtain 2-
correlation immune RSBFs if the related system of equations
has solutions. �

We now give a simple example that illustrates the pre-
vious construction.

Example 1 When n = 11, we have t = 3 and
k = 33. Let f ∈ Bn, x1 = (1,0,0,0,0,0,0,0,0,0,0), and
let x3,x4 ∈ F

11
2 . Suppose that x2 = (0,0,0,1,0,1,1,0,1,1,1)

is obtained by the cyclic Hadamard matrix H12×12, and
wt(x3) = ω1, wt(x4) = ω2. From system of Eq. (4), the
following system of equations is obtained.

11(11−ω1−ω2)+
1
2ω1(ω1+1)+ 1

2ω2(ω2+1)−m(11−2ω2)=33
4 + 1

2ω1(11 − ω1) +
1
2ω2(11 − ω2) = 33

3+ 1
2ω1(ω1−1)+ 1

2ω2(ω2−1)+m(11−2ω2)=33

Firstly, we consider the the second equation of the system
of equations. For 0 ≤ wt(x) = ω ≤ 11, we have Table 1.
Clearly, we have ω1 , ω2. From Table 1, if ω1 = 5,6,
we can take ω2 = 4,7. Conversely, if ω1 = 4,7, then
ω2 = 5,6. Next, we consider the first and third equations of
the above system of equations. We obtain one solution that
ω1 = 6, ω2 = 4 and m = 3 for the above system of equa-
tions. Based on the solution, we can construct 2-correlation
immune RSBFs. Suppose that x3 = (0,1,1,0,1,0,1,0,1,0,1)
and x4 = (1,0,0,1,0,0,1,0,0,1,0). It is easy to verify that
both BO11(x3) and BO11(x4) have two different row vectors.

Table 1 The calculation of ω.

Assume that S = {i1, i2, i3} = {1,2,4} ⊆ T = {1,2,3,4,5},
and the support of f is

supp( f )=O11(x1)∪O11(x2)∪O11(x3)∪O11(x(2)3 )∪O11(x(3)3 )∪O11(x(4)3 )

∪O11(x(5)3 )∪O11(x4)∪O11(x4
(2)
)∪O11(x4

(4)
)∪O11(x(3)4 )∪O11(x(5)4 ),

then f (x) is a 2-correlation immune RSBF by Theorem 2.

5. Conclusion

In this paper, the properties of the 2-tuples distributionmatrix
are further studied. And a new sufficient and necessary
condition of 2-CI RSBFs based on the 2-tuples distribution
matrix is presented. Then a new construction is obtained for
prime n = 4t − 1, and an illustrative example is also given.
For further research, it is interesting to construct 2-CI RSBFs
for any number of variables.
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