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PAPER
Accurate False-Positive Probability of Multiset-Based
Demirci-Selçuk Meet-in-the-Middle Attacks

Dongjae LEE†, Nonmember, Deukjo HONG††a), Member, Jaechul SUNG†††, and Seokhie HONG†, Nonmembers

SUMMARY In this study, we focus on evaluating the false-positive
probability of the Demirci-Selçuk meet-in-the-middle attack, particularly
within the context of configuring precomputed tables with multisets. Dur-
ing the attack, the adversary effectively reduces the size of the key space
by filtering out the wrong keys, subsequently recovering the master key
from the reduced key space. The false-positive probability is defined as the
probability that a wrong key will pass through the filtering process. Due to
its direct impact on the post-filtering key space size, the false-positive prob-
ability is an important factor that influences the complexity and feasibility
of the attack. However, despite its significance, the false-positive probabil-
ity of the multiset-based Demirci-Selçuk meet-in-the-middle attack has not
been thoroughly discussed, to the best of our knowledge. We generalize
the Demirci-Selçuk meet-in-the-middle attack and present a sophisticated
method for accurately calculating the false-positive probability. We validate
ourmethodology through toy experiments, demonstrating its high precision.
Additionally, we propose a method to optimize an attack by determining
the optimal format of precomputed data, which requires the precise false-
positive probability. Applying our approach to previous attacks on AES and
ARIA, we have achievedmodest improvements. Specifically, we enhance the
memory complexity and time complexity of the offline phase of previous
attacks on 7-round AES-128/192/256, 7-round ARIA-192/256, and 8-
round ARIA-256 by factors ranging from 20.56 to 23. Additionally, we have
improved the overall time complexity of attacks on 7-round ARIA-192/256
by factors of 20.13 and 20.42, respectively.
key words: Demirci-Selçuk meet-in-the-middle attack, false-positive prob-
ability, optimization, AES, ARIA

1. Introduction

The Demirci-Selçuk meet-in-the-middle (DS-MITM) at-
tack is one of the most powerful cryptanalysis techniques
for numerous cryptographic primitives. Distinguished from
conventional meet-in-the-middle attacks that partition target
primitives into two independent parts, this technique derives
its name from the two authors who first proposed the tech-
nique [12]. TheDS-MITMattack separates the target cipher
into three independent parts, with the middle part serving
as the distinguisher. The attack exploits the characteristic
that a set of states called δ-set can be distinguished from a
randomly chosen set of states even after several rounds of
encryption.
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The DS-MITM attack is generally divided into offline
and online phases, and has the following process: In the of-
fline phase, the adversary stores the possible outcomes of the
distinguisher in a precomputed table. In the online phase,
the adversary selects suitable plaintexts, expecting them to
fulfill the distinguisher’s input condition after several rounds,
and subsequently acquires corresponding ciphertexts. The
adversary then partially decrypts these ciphertexts by guess-
ing parts of the round keys and verifying the result against
the precomputed table.

When the result is absent from the precomputed table,
the guessed key is discarded, progressively reducing the key
space. This judgment is based on the assumption that results
from the wrong keys are randomly distributed. Therefore,
there is a possibility that a result from the wrong key is
included in the precomputed table. In this context, the false-
positive probability, defined as the probability of a wrong
key passing through the filtering process, influences the size
of the post-filtering key space.

Following the filtering process, the adversary proceeds
to recover the master key from the reduced key space. The
method for this step relies on the characteristics of the target
primitives. The adversary can either exhaustively search
the reduced key space or employ a dedicated approach that
exploits the weaknesses of the key schedule algorithm. As a
result, the overall complexity of the attack is determined by
the cost of filtering the wrong keys to reduce the key space
and recovering the master key from the reduced key space.

The original DS-MITM attack constructs a precom-
puted table with sequences [12]. In this scenario, the false-
positive probability can be derived by calculating the ratio
of the number of sequences stored in the precomputed table
to the number of theoretically possible sequences. However,
when the adversary transforms the sequences into multi-
sets to reduce the memory complexity [8], the false-positive
probability becomes significantly different from the simple
ratio. This difference arises because themultisets are not uni-
formly distributed; in other words, the number of sequences
associated with each multiset is different.

While this aspect has beenmentioned in previous works
[1], [6], [8], to the best of our knowledge, no such study
has presented a precise method for calculating the false-
positive probability of multiset-based DS-MITM attacks.
In [8], the authors calculated probabilities by assuming that
all multisets follow a specific form based on a Poisson ap-
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proximation†. Subsequently, [1], [6] employed the same
underlying assumption when presenting their calculations of
false-positive probabilities. However, our method reveals
minor flaws in the probabilities presented by these works.
Our study addresses the need for a precise method in the
context of multiset-basedDS-MITM attacks. By providing
an accurate methodology for calculating false-positive prob-
abilities, we aim to enhance the accuracy and effectiveness
of the DS-MITM attacks.

1.1 Related Works

The idea of DS-MITM attack started with the square prop-
erty, which was first introduced in a proposal for SQUARE
[7], the forerunner of AES. In the proposal of SQUARE, the
designers presented attacks up to 6-round using the square
property. In [15], Gilbert and Minier proposed a 4-round
distinguisher by extending the square property and an attack
on 7-round AES-192 and AES-256. Demirci and Selçuk ex-
tended the distinguisher to 5-round and presented an attack
on 8-round AES-256 [12].

The cost ofDS-MITM attack proposed byDemirci and
Selçuk is dominated by the memory complexity. Dunkel-
man et al. proposed a differential enumeration technique
that can significantly reduce memory complexity [8]. They
also found that memory complexity could be further reduced
by storing precomputed data as a multiset rather than a se-
quence. Derbez et al. improved the attack by finding that
the distinguisher proposed by Dunkelman et al. can be de-
scribed using fewer parameters [6]. Li and Jin presented
the 6-round distinguisher on AES-256 and the attack on 10-
round AES-256 [18].

Many studies have applied the DS-MITM attack tech-
nique to cryptographic primitives other than AES. It has been
applied to several block ciphers, such as ARIA [1], PRINCE
[10], TWINE [2], CLEFIA [19], Camellia [9], and Midori64
[20], and some Feistel constructions [13], [14]. There are
also studies on the automatic search of distinguishers for use
inDS-MITM attacks [4], [5], [21]. Most recently, the quan-
tum version ofDS-MITM attack has been studied [3], [16],
and according to [3], DS-MITM attack is the best crypt-
analysis technique on AES using quantum computers.

1.2 Our Contributions

In this paper, our focus centers on the false-positive proba-
bility of theDS-MITM attack when precomputed tables are
configured with multisets. Our most significant contribution
is a new methodology for determining an accurate value of
the false-positive probability. Additionally, we present op-
timization methods that leverage the accurate false-positive
probability values and apply these optimization methods to
previous attacks on AES and ARIA, achieving modest im-
provements in complexity. More details about our contribu-
tions are as follows.
†We provide a comprehensive discussion of this assumption in

Sect. 4.2.

(1) Accurate calculation of the false-positive probability.

For the first time, we present a method to accurately calculate
the false-positive probability of multiset-based DS-MITM
attacks. While precise probabilities can be obtained through
an exhaustive examination of each element in the precom-
puted table, this approach is computationally infeasible due
to the substantial precomputed table size. (e.g., 280 for [6]
and 2128 for [1].)

Our approach departs from explicitly considering in-
dividual elements within the precomputed table. Instead,
we assume that these elements follow a specific probability
distribution, as outlined in Assumptions 1 and 2. Building
upon these assumptions, we calculate the conditional expec-
tation value of the false-positive probability given the size
of the precomputed table. To obtain this value, we derive
some expressions and present a method for its estimation
using dynamic programming technique (refer to Lemma 2,
Theorem 1, and Algorithm 1).

To validate the accuracy of our method, we perform toy
experiments. Specifically, we sample 220 sequences that can
be the outcome of the distinguisher presented in [6] and [1],
respectively. We then transform the sequences into multisets
and compare the values calculated using exhaustive exami-
nation and our approach. The results, presented in Table 5,
demonstrate the high accuracy of our method. Additionally,
through our approach, we identify a discrepancy of 29 in the
false-positive probability presented in [1], [6], [8]††.

(2) Optimization method forDS-MITM attack and its ap-
plication to previous attacks on AES and ARIA.

We introduce methods to optimize the attacks by modify-
ing the format of the precomputed data. Specifically, we
can either reduce the number of elements or truncate their
ranges. Subsequently, we delve into the effects of these for-
mat modifications on memory, time, and data complexity. In
this context, obtaining an accurate false-positive probability
becomes crucial. By comparing the complexities associated
with each format, we can determine the optimal format for
the precomputed data and thereby optimize the attacks.

Applying our optimization methods to the previous
DS-MITM attacks on 7-round AES-128/192/256 [6], 7-
round ARIA-192/256, and 8-round ARIA- 256 [1], we iden-
tify the optimal format for each attack and achieve modest
improvements in complexity. As a result, we enhance the
time complexity or memory complexity of the attacks by fac-
tors ranging from 20.13 to 23. A comparison of the previous
attacks and our optimized attacks is summarized in Table 1.

1.3 Paper Outline

Section 2 provides preliminaries necessary for understand-
ing this paper. We introduce the notations and symbols

††We remark that despite the presence of these flawed false-
positive probabilities in [1], [6], [8], the corresponding attacks
remain effective.
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Table 1 Comparison of previous attacks with our optimized attacks.

used throughout this work, and we briefly describe AES and
ARIA. In Sect. 3, we present a generalized framework for
the DS-MITM attack. Section 4 presents a method for
accurately calculating the false-positive probability of the
DS-MITMattack. In Sect. 5, we present optimizationmeth-
ods that require an accurate false-positive probability and
apply these methods to previous works on AES and ARIA.
We improve the previous DS-MITM attacks on 7-round
AES-128/192/256, 7-round ARIA-192/256, and 8-round
ARIA-256. Finally, Sect. 6 concludes the paper.

2. Preliminaries

In this section, we introduce the notations used throughout
the paper and briefly describe the specification of AES and
ARIA.

2.1 Notations

Definition 1 (δ-Set, [7]). A δ-set for a byte-oriented cipher
is a set of 28 states that are all different in 1 byte and are all
equal in the remaining bytes.

Definition 2 (b-δ-Set, [13]). A b-δ-set is a set of 2b states
that are all different in b bits (active bits) and are all equal
in the remaining bits (inactive bits).

A b-δ-set generalizes the concept of a δ-set, with a δ-set
being equivalent to an 8-δ-set. Since this study encompasses
ciphers beyond the byte-oriented type, the b-δ-set notation
is mainly utilized for explanation throughout the paper.

Definition 3 (Sequence). A sequence is a finite ordered list
of elements. Sequence s is called (u, v)-sequence if s has
u elements and all elements are non-negative integers less
than 2v .

Definition 4 (Multiset). A multiset is a modification of the
concept of a set that allows for multiple instances for each

of its elements. Multiset m is called (u, v)-multiset if m has
u elements and all elements are non-negative integers less
than 2v .

We utilize parentheses to represent sequences, e.g., a
(u, v)-sequence is denoted as (e1, e2, . . . , eu), with each ei
being a non-negative integer less than 2v . In the case of
multisets, square brackets are used, e.g., a (u, v)-multiset
is represented as [e1, e2, . . . , eu], where each ei is a non-
negative integer less than 2v .

Definition 5 (Set of Sequences and Multisets). Let Su,v be
a set of all possible (u, v)- sequence andMu,v be a set of all
possible (u, v)-multiset.

The size of Su,v is 2uv , while the size of Mu,v is(u+2v−1
u

)
. Since |Mu,v | < |Su,v |, (u, v)-multiset require

fewer bits for representation than a (u, v)-sequence.

Definition 6. Let θu,v be a function that maps a sequence to
a multiset defined by

θu,v : Su,v →Mu,v

(a1, . . . ,au) 7→ [a1, . . . ,au].

Definition 7 (Tables Based on Sequences and Multisets).
T (u,v)-seq is referred to as a (precomputed) table based on
(u, v)-sequences if

T (u,v)-seq ⊂ Su,v .

Similarly, T (u,v)-mul is a (precomputed) table based on
(u, v)-multisets if

T (u,v)-mul ⊂ Mu,v .

2.2 Brief Description of AES

AES has been the most widely used block cipher since it was
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selected as an encryption standard at an open competition
organized by NIST in 2000 [11]. It adopts a substitution-
permutation network (SPN) structure, and its round function
consists of four operations: SubBytes (SB),ShiftRows (SR),
MixColumns (MC), andAddRoundKey (ARK). AES has three
modes: AES-128, AES-192, and AES-256. The number of
rounds of each mode is 10, 12, and 14, and the key size is
128, 192, and 256-bit. TheMixColumns operation in the last
round is omitted. The 128-bit internal state X is treated as
a 4 × 4 byte matrix, where each byte represents a value in
GF(28):

X =
©«
a0 a4 a8 a12
a1 a5 a9 a13
a2 a6 a10 a14
a3 a7 a11 a15

ª®®®¬ .
We denote i-th byte of internal state X as X[i] = ai . A
concise overview of the four operations is provided below.
For more comprehensive information, please refer to [11].

• SubBytes: The S-box S is applied on each byte of the
state as follows:

©«
a0 a4 a8 a12
a1 a5 a9 a13
a2 a6 a10 a14
a3 a7 a11 a15

ª®®®¬→
©«
S(a0) S(a4) S(a8) S(a12)

S(a1) S(a5) S(a9) S(a13)

S(a2) S(a6) S(a10) S(a14)

S(a3) S(a7) S(a11) S(a15)

ª®®®¬ .
• ShiftRows: The state is permuted as follows:

©«
a0 a4 a8 a12
a1 a5 a9 a13
a2 a6 a10 a14
a3 a7 a11 a15

ª®®®¬→
©«

a0 a4 a8 a12
a5 a9 a13 a1
a10 a14 a2 a6
a15 a3 a7 a11

ª®®®¬ .
• MixColumns: Multiply each column of the state by a
matrix MMC. MMC is defined as follows:

MMC =

©«
02 03 01 01
01 02 03 01
01 01 02 03
03 01 01 02

ª®®®¬ .
• AddroundKey: The 128-bit round key is XORed to a
state.

2.3 Brief Description of ARIA

ARIA is a block cipher proposed in ICISC 2003 by Kwon
et al. and has been the Korean encryption standard since
2004 [17]. It adopts an SPN structure and its round func-
tion consists of three operations: Substitution Layer (SL),
Diffusion Layer (DL), and AddRoundKey (ARK). ARIA has
three modes: ARIA-128, ARIA-192, and ARIA-256. The
number of rounds of eachmode is 10, 12, and 14, and the key
size is 128, 192, and 256-bit. The Diffusion Layer operation
of the last round is omitted. The 128-bit internal state is

treated as a 16× 1 byte matrix, where each byte represents a
value in GF(28):†

(a0 a1 a2 a3 . . . a14 a15)
T .

A concise overview of the three operations is provided
below. For more comprehensive information, please refer to
[17].

• Substitution Layer: Two S-boxes, S1 and S2, along with
their inverses S−1

1 and S−1
2 , are utilized. For odd rounds,

from a0 to a15, the following S-boxes are applied:

S1, S2, S−1
1 , S−1

2 , S1, . . . , S−1
2 , S1, S2, S−1

1 , S−1
2 .

For even rounds, from a0 to a15, the following S-boxes
are applied:

S−1
1 , S−1

2 , S1, S2, S−1
1 , . . . ,S2, S−1

1 , S−1
2 , S1, S2.

• Diffusion Layer: Multiply the state by a matrix MDL.
MDL is defined as follows:

MDL =

©«

0 0 0 1 1 0 1 0 1 1 0 0 0 1 1 0
0 0 1 0 0 1 0 1 1 1 0 0 1 0 0 1
0 1 0 0 1 0 1 0 0 0 1 1 1 0 0 1
1 0 0 0 0 1 0 1 0 0 1 1 0 1 1 0
1 0 1 0 0 1 0 0 1 0 0 1 0 0 1 1
0 1 0 1 1 0 0 0 0 1 1 0 0 0 1 1
1 0 1 0 0 0 0 1 0 1 1 0 1 1 0 0
0 1 0 1 0 0 1 0 1 0 0 1 1 1 0 0
1 1 0 0 1 0 0 1 0 0 1 0 0 1 0 1
1 1 0 0 0 1 1 0 0 0 0 1 1 0 1 0
0 0 1 1 0 1 1 0 1 0 0 0 0 1 0 1
0 0 1 1 1 0 0 1 0 1 0 0 1 0 1 0
0 1 1 0 0 0 1 1 0 1 0 1 1 0 0 0
1 0 0 1 0 0 1 1 1 0 1 0 0 1 0 0
1 0 0 1 1 1 0 0 0 1 0 1 0 0 1 0
0 1 1 0 1 1 0 0 1 0 1 0 0 0 0 1

ª®®®®®®®®®®®®®®®®®®®®®®®¬

.

• AddRoundKey: The 128-bit round key is XORed to a
state.

3. The Framework for DS-MITM Attack

In this section, we present the framework for theDS-MITM
attack. To begin, we define the notations necessary to de-
scribe the framework. The notations introduced in this sec-
tion are summarized in Table 2 and illustrated in Fig. 1 along
with an example. We denote the target cipher as E , consist-
ing of R rounds. The block size and key size of the target
cipher are denoted by n and k, respectively. We partition the
target cipher into three components: E1, E2, and E3, such
that E = E3◦E2◦E1, with E1, E2, and E3 consisting of r1, r2,
and r3 rounds, respectively. Notably, E2 corresponds to the
distinguisher, while E1 and E3 represent the parts preceding
and succeeding the distinguisher, respectively.
†Note that figures depicting the truncated differential trails of

ARIA use a 4 × 4 matrix representation for the state as AES. Refer
to Figs. A· 3 and A· 4.
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Table 2 Summary of notations for DS-MITM attack framework.

Fig. 1 Our framework (left) and an example of its application to the DS-MITM attack on 7-round
AES (right) [6]. The detailed truncated differential trail of the attack is shown in Fig. A· 1.

TheDS-MITM attack is built on a full-round truncated
differential trail for the target cipher (after [8] introduced the
differential enumeration technique). We generalize the trun-
cated differential trail as follows. We denote the positions
and number of active bits at the start and end of the distin-
guisher as posst , αst , posed , and αed . The differences posst
and posed naturally propagate in backward and forward di-
rections, respectively. We denote the position and number
of active bits in the plaintext and ciphertext as posp , αp ,
posc , and αc . We define the probability of transition from
posp to posst as p f and the probability of transition from
posc to posed as pb . Building upon the defined notations,
we generalize the distinguisher as stated in Proposition 1.

Proposition 1. If a pair of messages (P,P ′) conforms to
the given truncated differential trail, then the sequence (or

multiset) of differences between the distinguisher’s outputs,
obtained from the b-δ-set constructed from P, can only take
N values.

TheDS-MITM attack consists of the offline phase and
the online phase. The details of each phase are as follows:

(1) Offline Phase.

In the offline phase, we precompute all possible N sequences,
transform them into multisets, and store the resulting multi-
sets in table T . We denote the memory required to store a
single multiset as D-bit. Then, the memory complexity of
the offline phase becomes (N · D)-bit. The time complexity
of the offline phase is N · 2b · Tdist, with Tdist denoting the
cost of finding one element in each multiset.
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(2) Online Phase.

The online phase is divided into three steps, and each step is
as follows:

Step 1. In the first step, we find message pairs that
conform to the given plaintext and ciphertext differential
(posp and posc). We prepare a structure of 2αp plain-
texts, where the bits of posp take all possible values, and
the remaining bits are equal. In one structure, we can find
2αp (2αp−1)/2 ≈ 22αp−1 plaintext pairs. The probability that
the corresponding ciphertext pair has active bits only at posc
is 2−n+αc . Therefore, to obtain one pair that has active bits
only at posp and posc , 2n−2αp−αc+1 structures are required
on average. Considering the forward propagation from posp
to posst and backward propagation from posc to posed , to
obtain a pair that conforms to the entire R-round differential
trail, 2n−2αp−αc+1 · (p f pb)−1 structures are required on aver-
age. Therefore, 2n−αp−αc+1 · (p f pb)−1 chosen-plaintexts and
2n−αp−αc+1 · (p f pb)−1 encryptions are required in the first
step.

Step 2. After the first step, we have (p f pb)−1 right
pairs that conform to posp and posc . In the second step,
from these pairs, we identify a pair that conforms to the
entire R-round differential trail by utilizing the precomputed
table T . Let the number of suggestions for the partial key
of E1 be 2k1 . We generate a set of plaintexts for every
possible pair and the key suggestion that forms a b-δ-set
after r1 rounds. We obtain a set of corresponding ciphertexts,
partially decrypt them using the partial key for E3, and derive
a multiset from the partially decrypted ciphertexts†. Let the
number of suggestions for the partial key of E3 be 2k3 . We
then check whether this multiset is listed in T . If it is
not listed, we discard this possibility, thereby progressively
reducing the key space. The time complexity of step 2 is
(p f pb)−1 · 2k1+k3 ·

(
2b · Tmulti

)
, where Tmulti represents the

cost of calculating one element in the multiset, given the
message pair and the partial keys for E1 and E3.

We construct (p f pb)−1 · 2k1+k3 multisets in step 2. Let
the false-positive probability, PF .P., be a probability that a
multiset constructed from the wrong pair or wrong partial
key is in T ††. All the wrong multisets are expected to
be filtered out if (p f pb)−1 · 2k1+k3 · PF .P. < 1. Otherwise,
1+(p f pb)−1 ·2k1+k3 ·PF .P. multisets are expected to survive.
This implies that 1+ (p f pb)−1 ·2k1+k3 ·PF .P. suggestions for
partial keys of E1 and E3 survive after step 2.

Step 3. In the final step, we recover the master key
from the reduced key space. This step’s generalization is
challenging due to its reliance on difficult-to-generalize pro-
cesses, such as key schedules. Let Trem denote the cost of
recovering the master key when the partial keys of E1 and
E3 are uniquely determined in step 2. Since we anticipate

†Note that all plaintexts are already included in the structure
considered in step 1. Therefore, obtaining the corresponding ci-
phertexts does not increase the data complexity.
††Formal definition for the false-positive probability is discussed

in Sect. 4.

that 1 + (p f pb)−1 · 2k1+k3 · PF .P. suggestions for the par-
tial key will survive, the time complexity of step 3 becomes
(1 + (p f pb)−1 · 2k1+k3 · PF .P.) · Trem.

Consequently, the overall complexity of our framework
for DS-MITM attacks is as follows:

Memory Complexity = N · D bits,
Time Complexity = Toff + Ton,

Toff = N · 2b · Tdist,

Ton = T1 + T2 + T3,
T1 = (p f pb)−1 · 2n−αp−αc+1,

T2 = (p f pb)−1 · 2k1+k3 ·

(
2b · Tmulti

)
,

T3 = (1 + (p f pb)−1 · 2k1+k3 · PF .P.) · Trem,

Data Complexity : (p f pb)−1 · 2n−αp−αc+1.

4. Accurate Calculation of False Positive Probability

In this section, we present a method for obtaining the ac-
curate false-positive probability and validate our method
through toy experiments. Furthermore, our methodology
reveals flaws in the false-positive probability presented in
previous works [1], [6], [8].

We rely on Assumption 1 as a fundamental requirement
to establish the definition of the false-positive probability.

Assumption 1. Let s be a sequence obtained from a wrong
guess (wrong pair or wrong partial key), with the format of
s being a (u, v)-sequence. We assume that s is uniformly
distributed over Su,v .

Based on Assumption 1, the false-positive probability
is defined differently depending on whether the precomputed
table is configured with sequences or multisets. If the table
is configured with sequences, it is the probability that a se-
quence obtained from a wrong guess is included in the table.
Alternatively, when the table is configured with multisets,
the false-positive probability refers to the probability that a
sequence obtained from a wrong guess is associated with
one of the multisets in the table. Formally, the false-positive
probability is defined as stated in Definition 8.

Definition 8. The false-positive probabilities PT
(u , v)-seq

fp and
PT

(u , v)-mul

fp for each case, where the precomputed table (de-
noted as T (u,v)-seq and T (u,v)-mul , respectively) is composed
of (u, v)-sequence and (u, v)-multiset are defined as follows:

PT
(u , v)-seq

fp =
|T (u,v)-seq |

|Su,v |

PT
(u , v)-mul

fp =
|{s : s ∈ Su,v, θu,v(s) ∈ T (u,v)-mul}|

|Su,v |

We can determine the precise false-positive probabil-
ity by counting and aggregating the number of sequences
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associated with each multiset in T (u,v)-mul , as defined in
Definition 8. However, this approach is infeasible due to
the significantly large size of the precomputed table. Our
method is designed to handle scenarios where exact calcula-
tions are computationally prohibitive. We propose an alter-
native approach to estimate the conditional expected value of
the false-positive probability given that the size of the table
is N , i.e., E

[
PT

(u , v)-mul

fp

��� |T (u,v)-mul | = N
]
.

It is important to note that our approach does not ex-
plicitly consider the specific elements present in the precom-
puted table. Instead, we assume that these elements follow a
certain probability distribution, as outlined in Assumption 2.

Assumption 2. Let T (u,v)-seq be a precomputed table gen-
erated in the offline phase where the elements are stored
in (u, v)-sequence format. We assume that all elements of
T (u,v)-seq are independent and uniformly distributed over
Su,v

First, for each (u, v)-multiset m, we define p(m) as the
probability that a randomly chosen (u, v)-sequence is asso-
ciated with m, as provided in Definition 9.

Definition 9. Given (u, v)-multiset m, the probability of m,
p(m), is defined as

p(m) = Pr
[
θu,v(s) = m, s ∈ Su,v

]
=
|{s : s ∈ Su,v, θu,v(s) = m}|

|Su,v |

Now, we introduce Lemma 1, which focuses on the
probability that a (u, v)-multiset m is included in the pre-
computed table given the size of the table is N .

Lemma 1. For a given (u, v)-multiset m, the probability
that m is included in T (u,v)-mul , which has a size of N, is as
follows:

Pr
[

m ∈ T (u,v)-mul
��� |T (u,v)-mul | = N

]
= 1 − (1 − p(m))N .

Proof. Let T (u,v)-seq = {s1, s2, · · · , sN } be a precomputed
table based on (u, v)-sequences, which corresponds to
T (u,v)-mul . Then,

Pr
[
m ∈ T (u,v)-mul

���|T (u,v)-mul | = N
]

= 1 − Pr
[
m < T (u,v)-mul

���|T (u,v)-mul | = N
]

= 1 −
N∏
i=1

Pr
[
θu,v(si) , m

]
(∵ all si are independent)

= 1 −
N∏
i=1
{1 − p(m)}

= 1 − (1 − p(m))N

�

Building upon Lemma 1, we introduce Lemma 2, which
focuses on the conditional expected false-positive probability
given the size of the precomputed table.

Lemma 2. Given the size of the precomputed table N, the
following equation holds:

E
[

PT
(u , v)-mul

F .P.

��� |T (u,v)-mul | = N
]

=

N∑
i=1


∑

m∈Mu , v

(−1)i+1
(
N
i

)
p(m)i+1

 .
The proof of Lemma 2 is presented in Fig. 2. From

Lemma 2, we define Approx[x] which represents the first x
terms. Specifically, for x ≥ 1

Approx[x] =
x∑
i=1


∑

m∈Mu , v

(−1)i+1
(
N
i

)
p(m)i+1

 . (1)

For simplicity, we define ∆x as:

∆x = (−1)x+1 ·

(
N
x

)
·


∑

m∈Mu , v

p(m)x+1
 for x ≥ 1.

(3)

Then, we can rewrite Eq. (1) as follows:

Approx[x] =
x∑
i=1
∆i .

Lemma 3 and Theorem 1 demonstrate that when
x is even, Approx[x] serves as the lower bound for
E

[
PT

(u , v)-mul

F .P.

��� |T (u,v)-mul | = N
]
, andwhen x is odd, it func-

tions as the upper bound.

Lemma 3. Given two positive integers m and n such that m
≤ n, and a real number x such that 0 ≤ x ≤ 1,

(1 − x)n ≤
m∑
i=0
(−1)i

(
n
i

)
xi, if m is even,

(1 − x)n ≥
m∑
i=0
(−1)i

(
n
i

)
xi, if m is odd.

Proof. We prove the lemma using mathematical induction.
If m is even, it is true for n = m because both sides are equal.
Suppose it is true for n = k. Then, for n = k + 1,

(1 − x)k+1 = (1 − x)k(1 − x)

≤

(
m∑
i=0
(−1)i

(
k
i

)
xi

)
(1 − x)

=

m∑
i=0

(
(−1)i

(
k
i

)
xi + (−1)i+1

(
k
i

)
xi+1

)
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Fig. 2 Proof of Lemma 2.

=

(
k
0

)
+

m∑
i=1

(
(−1)i

(
k
i

)
xi + (−1)i

(
k

i − 1

)
xi

)
+ (−1)m+1

(
k
m

)
xm+1

=

(
k + 1

0

)
+

m∑
i=1

(
(−1)i

(
k + 1

i

)
xi

)
−

(
k
m

)
xm+1

≤

m∑
i=0
(−1)i

(
k + 1

i

)
xi .

Similarly, if m is odd, it is true for n = m because both sides
are equal. Suppose it is true for n = k. Then, for n = k + 1,
(1 − x)k+1 = (1 − x)k(1 − x)

≥

(
m∑
i=0
(−1)i

(
k
i

)
xi

)
(1 − x)

=

(
k
0

)
+

m∑
i=1

(
(−1)i

(
k
i

)
xi + (−1)i

(
k

i − 1

)
xi

)
+ (−1)m+1

(
k
m

)
xm+1

=

(
k + 1

0

)
+

m∑
i=1

(
(−1)i

(
k + 1

i

)
xi

)
+

(
k
m

)
xm+1

≥

m∑
i=0
(−1)i

(
k + 1

i

)
xi .

�

Theorem 1. For an even positive integer x,

Approx[x] ≤ E
[

PT
(u , v)-mul

F .P.

��� |T (u,v)-mul | = N
]

and for an odd positive integer x,

E
[

PT
(u , v)-mul

F .P.

��� |T (u,v)-mul | = N
]
≤ Approx[x].

Proof. From Eq. (2),

E
[

PT
(u , v)-mul

F .P.

��� |T (u,v)-mul | = N
]

=
∑

m∈Mu , v

{(
1 − (1 − p(m))N

)}
× p(m).

If x is even, from Lemma 3,

E
[

PT
(u , v)-mul

F .P.

��� |T (u,v)-mul | = N
]

≥
∑

m∈Mu , v

{
1 −

x∑
i=0
(−1)i

(
N
i

)
p(m)i

}
× p(m)

=
∑

m∈Mu , v

{
x∑
i=1
(−1)i+1

(
N
i

)
p(m)i+1

}
= Approx[x].

Similarly, if x is odd, from Lemma 3,
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E
[

PT
(u , v)-mul

F .P.

��� |T (u,v)-mul | = N
]

≤
∑

m∈Mu , v

{
1 −

x∑
i=0
(−1)i

(
N
i

)
p(m)i

}
× p(m)

=
∑

m∈Mu , v

{
x∑
i=1
(−1)i+1

(
N
i

)
p(m)i+1

}
= Approx[x].

�

We will now describe the computation of ∆x , focusing
specifically on the evaluation of the expression:∑

m∈Mu , v

p(m)x+1. (4)

Let a0, a1, · · · , a2v−1 represent the counts of occurrences of
the numbers 0, 1, · · · , 2v − 1 in the multiset (u, v)-multiset
m. We can compute p(m) as follows:

p(m) =
u!

a0!a1! · · · a2v−1!
×

1
|Su,v |

.

Rewriting Eq. (4) yields†

2−uv(x+1)×

{ ∑
a0+· · ·+a2v−1=u

(
u!

a0!a1! · · · a2v−1!

)x+1
}
. (5)

Next, we present a dynamic programming-based algorithm
for computing Eq. (5). For this purpose, we define

Ai, j ,k ,l =
∑

a0+· · ·+ai−1=j

{(
l!

a0! · · · ai−1!

)k}
.

The challenge now is to calculate A2v ,u,x+1,u . We can com-
pute it directly based on the following properties of Ai, j ,k ,l:

Ai, j ,k ,l

=



(
l!
j!

)k
, if i = 1.

j∑
m=0

{
Ai−1,m,k ,l ·

(
1

( j − m)!

)k}
, otherwise.

The detailed process is described in Algorithm 1.
Finally, we rewrite Eq. (3), as follows:

∆x = (−1)x+1 ·

(
N
x

)
· 2−uv(x+1) · A2v ,u,x+1,u . (6)

Now, we demonstrate that the difference between

Approx[1] and E
[

PT
(u , v)-mul

F .P.

��� |T (u,v)-mul | = N
]

is negligible. Based on Theorem 1, we have
† |Su,v | = 2uv .

Table 3 Comparison of ∆1 and ∆2 according to u and v.

Approx[2] ≤ E
[

PT
(u , v)-mul

F .P.

��� |T (u,v)-mul | = N
]

≤ Approx[1].

Equivalently,

∆1 + ∆2 ≤ E
[

PT
(u , v)-mul

F .P.

��� |T (u,v)-mul | = N
]
≤ ∆1.

We calculate∆1 and∆2 for various (u, v) under N = 280,
which is the case of the distinguisher presented in [6]. The re-
sults are described in Table 3 and we can see that |∆2 | is neg-
ligible compared to |∆1 |, suggesting that ∆1 serves as a satis-
factory approximation of E

[
PT

(u , v)-mul

F .P.

��� |T (u,v)-mul | = N
]
.

From Eq. (6),

Approx[1] = ∆1 = N · 2−2uv · A2v ,u,2,u . (7)

If we precalculate 2−2uv · A2v ,u,2,u , we can readily determine
the false-positive probability given a specific value of N .
Table 4 lists 2−2uv · A2v ,u,2,u according to u and v.

4.1 Toy Experiments

To validate the accuracy of our approach, we conducted toy
experiments, comparing the false-positive probability based
on Definition 8 with the probability obtained through our
methodology. These experiments were performed within a
small-scale environment, where the false-positive probabil-
ity based on Definition 8 can be calculated within a reason-
able computational complexity.
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Table 4 (2−2uv · A2v ,u ,2,u ) according to u and v.

We carried out experiments involving the random sam-
pling of 220 sequences that could serve as the outputs of
the distinguisher presented in [6] and [1]. Subsequently, we
transformed sequences to multisets and then computed the
false-positive probabilities as defined in Definition 8. Fur-
ther, we employed our proposedmethodology to estimate the
false-positive probability. The estimation (Approx[1]) was
obtained by multiplying the values in Table 4 by a factor of
220.

First, we introduce the distinguisher for 4-round AES in
[6] as Proposition 2, which will be used for our toy experi-
ments.

Proposition 2. ([6]) Suppose a pair of states (P,P ′) con-
forms to the truncated differential trail shown in Fig. 3.
Let

{
P0,P1, . . .P255} is a 8-δ-set where P0 = P, and{

C0,C1, . . . C255} is a set of states where Ci is a state
of Pi after four full AES rounds of encryption. Then
the sequence

(
∆C0[0],∆C1[0], . . .∆C255[0]

)
(or the multi-

set
[
∆C0[0],∆C1[0], . . .∆C255[0]

]
) can only take 280 values,

where ∆Ci = Ci ⊕ C0.

To provide a concise proof of Proposition 2 and to
describe the sampling process, we define some notations. We
consider a 4-round AES andwe denote the intermediate states
prior to SubByte, ShiftRow, MixColumn, and AddroundKey
operations of round i associated with P as xi , yi , zi , and
wi , respectively. Additionally, we denote the states related
to P ′ as x ′i , y

′
i , z′i , and w

′
i . Similarly, the intermediate states

corresponding to P j are represented as X j
i , Y j

i , Z j
i , and

W j
i . A visual representation of these notations is provided

in Fig. 3.
We briefly provide the proof of Proposition 2, which

is required to explain the sampling process. For a more
detailed proof, we refer the reader to [6], [8], [12].
The works in [8], [12] demonstrated that the sequence(
∆C0[0],∆C1[0], . . .∆C255[0]

)
is determined by the 24 bytes

x2[0,1,2,3], x3[0-15], and x4[0,5,10,15]. Additionally, [6]
established that if (P,P ′) conforms to the truncated differen-
tial trail shown in Fig. 3, then these 24 bytes are constrained

by the 10 bytes∆z1[0], x2[0,1,2,3], ∆w4[0], and z4[0,1,2,3].
As a result, the sequence

(
∆C0[0],∆C1[0], . . .∆C255[0]

)
can

assume 280 values.
Our sampling process consists of two phases. In the

initial phase, we randomly assign values to 10 specific bytes:
∆z1[0], x2[0,1,2,3], ∆w4[0], and z4[0,1,2,3]. Subsequently,
we derive the corresponding values for 24 bytes: x2[0,1,2,3],
x3[0-15], and x4[0,5,10,15]. In the second phase, we uti-
lize the computed values from the first phase to derive(
∆C0[0],∆C1[0], . . .∆C255[0]

)
. We repeat the two phases

until we have gathered 220 sequences. More details about
the two phases are as follows:

(1) First Phase.

1. Randomly assign values to∆z1[0], x2[0,1,2,3],∆w4[0],
and z4[0,1,2,3].

2. Compute x2[0,1,2,3], x3[0-15], x4[0,5,10,15].

a. Calculate ∆x2[0,1,2,3] from ∆z1[0].
b. Calculate ∆z2[0,7,10,13] from x2[0,1,2,3] and
∆x2[0,1,2,3]. Then, compute ∆x3 using
∆z2[0,7,10,13].

c. Calculate ∆z4[0,1,2,3] from ∆w4[0]. Then,
compute x4[0,5,10,15] and x ′4[0,5, 10,15] using
z4[0,1,2,3] and ∆z4[0,1,2,3].

d. Calculate ∆x4[0,5,10,15] from x4[0,5,10,15]
and x ′4[0,5,10,15]. Then, compute ∆y3 using
∆x4[0,5,10,15].

e. Solve 16 S-box differential equations between ∆x3
and∆y3 to obtain x3[0-15]. If no solution is found,
return to Step 1. If solutions are discovered, pro-
ceed to the Second Phase with each solution.

(2) Second Phase.

Note that X0
2 [0-3] = x2[0-3], X0

3 [0-15] = x3[0-15], and
X0

4 [0,5,10,15] = x4[0,5,10,15].

1. For i = 0,1, . . . ,255, do the followings:

a. Assign i to ∆Z i
1[0] and calculate ∆X i

2[0-3] from
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Fig. 3 Truncated differential trails of 4-round AES corresponding to Proposition 2.

∆Z i
1[0].

b. Calculate X i
2[0-3] from X0

2 [0-3] and ∆X i
2[0-3].

Then, compute Z i
2[0,7,10,13] using X i

2[0-3].
c. Calculate ∆Z i

2[0,7,10,13] from Z0
2 [0,7,10,13]

and Z i
2[0,7,10,13]. Then, compute ∆X i

3[0-15] us-
ing ∆Z i

2[0,7,10,13].
d. Calculate X i

3[0-15] from X0
3 [0-15] and ∆X i

3[0-15].
Then compute Z i

3[0-15] using X i
3[0-15].

e. Calculate ∆Z i
3[0-15] from Z0

3 [0-15] and Z i
3[0-15].

Then compute ∆X i
4[0,5,10,15] using ∆Z i

3[0-15].
f. Calculate X i

4[0,5,10,15] from X0
4 [0,5,10,15] and

∆X i
4[0,5,10,15]. Then, compute Z i

4[0-3] using
X i

4[0,5,10,15].
g. Calculate ∆Z i

4[0-3] from Z0
4 [0,1,2,3] and

∆Z i
4[0-3]. Then, compute Ci[0] using ∆Z i

4[0-3].

2. Store a sequence
(
C0[0],C1[0], . . . ,C255[0]

)
to

T
(256,8)-seq
AES .
After sampling 220 sequences, we perform an exhaus-

tive calculation of the false-positive probability, as defined
in Definition 8. For different values of u and v, we transform
220 sequences into (u, v)-multisets and aggregate the num-
ber of (u, v)-sequences associated with each multiset. We
then divide the aggregated value by |Su,v |. Specifically:

1. Initialize PT
(u , v)-mul
AES

fp with 0.
2. For all (256,8)-sequence s ∈ T (256,8)-seq

AES , do the fol-
lowings:
a. Suppose s = (a0,a1, . . . ,a255). We transform s

into a (u, v)-multiset m by adjusting the number of
elements and truncating their ranges:

m = [a0 mod 2v,a1 mod 2v, . . . ,au−1 mod 2v].
(8)

Additionally, we define bi as the count of oc-
currences of i among the elements of m, where
0 ≤ i < 2v .

b. Add the number of (u, v)-sequences that are asso-
ciated with m to PT

(u , v)-mul
AES

fp :

PT
(u , v)-mul
AES

fp ← PT
(u , v)-mul
AES

fp +
u!

b0!b1! · · · b2v−1!
.

3. Divide PT
(u , v)-mul
AES

fp by |Su,v |:

PT
(u , v)-mul
AES

fp ←
PT

(u , v)-mul
AES

fp

|Su,v |
.

Similarly, we sampled and calculated the false-positive
probability for the case of ARIA [1]. The corresponding dis-
tinguisher is described as Proposition 4, and the truncated
differential trail is illustrated in Fig. A· 3. The results of our
toy experiments are summarized in Table 5. Notably, the dif-
ferences between PT

(u , v)-mul
AES

fp , PT
(u , v)-mul
ARIA

fp , and Approx[1] are
negligible. This provides compelling evidence that validates
the accuracy of our method in estimating the false-positive
probability.

The codes for our methodology and toy experiments, as
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Table 5 Toy experiment results.

well as more detailed results, can be found at https://github.
com/DongjaeLee-Dd2dD2/Accurate-FPP-DSMITM.

4.2 Analyzing Flaws in Previous False-Positive Probability
Estimates

First, we provide an overview of [8]’s approach to estimat-
ing false-positive probability. The authors assumed that the
multisets follow the Poisson distribution. Based on this as-
sumption, they suggested that the most probable form of
(256,8)-multiset is as follows: among values ranging from
0 to 255, 94 values do not appear, 94 appear once, 47 appear
twice, 16 appear three times, 4 appear four times, and 1 is
expected to appear five times in the multiset. In other words,
the multisets [a0,a1, . . . ,a255] that satisfy the following six
properties are the most probable.

1. 94 values do not appear:
#
{
i ∈ {0,1, . . . ,255} : #

{
j : aj = i

}
= 0

}
= 94.

2. 94 values appear once:
#
{
i ∈ {0,1, . . . ,255} : #

{
j : aj = i

}
= 1

}
= 94.

3. 47 values appear twice:
#
{
i ∈ {0,1, . . . ,255} : #

{
j : aj = i

}
= 2

}
= 47.

4. 16 values appear three times:
#
{
i ∈ {0,1, . . . ,255} : #

{
j : aj = i

}
= 3

}
= 16.

5. 4 values appear four times:
#
{
i ∈ {0,1, . . . ,255} : #

{
j : aj = i

}
= 4

}
= 4.

6. 1 value appears five times:
#
{
i ∈ {0,1, . . . ,255} : #

{
j : aj = i

}
= 5

}
= 1.

[8] then estimated the false-positive probability based
on the assumption that all multisets, including both those
stored in the pre-computed table and those obtained from
the wrong key guess, follow this form. The total number of
multisets following this form is calculated as(

256
94

)
·

(
162
94

)
·

(
68
47

)
·

(
21
16

)
·

(
5
4

)
·

(
1
1

)
= 2467.6.

Table 6 Comparison of false-positive probabilities between our method-
ology and previous works.

Consequently, [8] estimated the false-positive probability as
N · 2−467.6, where N is the size of the pre-computed table.
Subsequently, [6] and [1] followed a similar methodology in
estimating false-positive probability.

However, assuming that all multisets have the same
form, although it is the most probable, is excessive and re-
sults in minor flaws in the probabilities derived from this as-
sumption. According to ourmethodology, the accurate false-
positive probability when constructing the pre-computed ta-
ble with (256,8)-multiset is N · 2−458.6†. This implies a
discrepancy of 29 between the probabilities presented in the
previous works and the correct false-positive probabilities.
The accurate values are 29 times greater than the suggested
probabilities.

Specifically, [6] and [1] presented false-positive prob-
abilities of 2−387.6, 2−339.6, and 2−331.6 for the parameter
sets (N,u, v) = (280,256,8), (2128,256,8), and (2136,256,8),
respectively. In contrast, our methodology yields the cor-
rect false-positive probabilities for the same parameter sets,
namely 2−378.60, 2−330.60, and 2−322.60††. The comparison
of false-positive probabilities between our methodology and
previous works is summarized in Table 6.

†Please refer to Eq. (7) and Table 4.
††It is important to note that while the probabilities provided in

[1], [6], [8] have a flaw, the feasibility of their attacks is not affected.

https://github.com/DongjaeLee-Dd2dD2/Accurate-FPP-DSMITM
https://github.com/DongjaeLee-Dd2dD2/Accurate-FPP-DSMITM


1224
IEICE TRANS. FUNDAMENTALS, VOL.E107–A, NO.8 AUGUST 2024

5. Optimizing the DS-MITM Attack and Its Applica-
tions

As illustrated in Eq. (8) we can transform (u, v)-sequence to
(u′, v ′)-multiset, where u′ ≤ u and v ′ ≤ v:

(a0,a1, . . . ,au−1)

→ [a0 mod 2v
′

,a1 mod 2v
′

, . . . ,au′−1 mod 2v
′

].

This transformation leads to a reduction in memory com-
plexity. Simultaneously, it introduces changes to several
factors influencing attack complexity, including the false-
positive probability. In this section, we present a method to
determine the optimal format for precomputed data by ana-
lyzing the effects of this transformation on attack complexity.
Specifically, we rework the framework presented in Sect. 3
according to the format of precomputed data. Subsequently,
we apply our method to previous works on AES and ARIA to
achieve modest improvements.

Assuming the format of the precomputed data is
(u, v)-multiset, the memory complexity is determined as
N · dlog2(|Mu,v |)e. Additionally, since obtaining a single
multiset requires the computation of u elements, the time
complexity of the offline phase becomes N · u · Tdist. Step 1
of the online phase remains unaffected, as it is the process
of finding message pairs that conform to the plaintext and
ciphertext differentials.

Careful consideration is needed when adjusting u, as
it might lead to an increase in the number of key bits that
need to be guessed during the online phase. This is be-
cause the b-δ-set might not be preserved when subjected to
a substitution operation, depending on the value of b and the
size of the unit to which the operation is applied. We will
illustrate this point using the example of the distinguisher
outlined in Proposition 2. After a SubBytes operation in
AES, an 8-δ-set retains its structure, while a 7, 6, . . . -δ-set
does not. Consequently, when we take the value of u as 128,
64, . . ., an additional key byte associated with X0

1 [0] needs
to be guessed (Refer to Fig. 3). We denote the number of
guessed bits within the partial key for E1 based on the value
of u as k1,u . Consequently, we can rewrite the framework as
follows:

Memory Complexity = N · dlog2(|Mu,v |)e

Time Complexity = Toff + Ton,

Toff = N · u · Tdist,

Ton = T1 + T2 + T3,
T1 = (p f pb)−1 · 2n−αp−αc+1,

T2 = (p f pb)−1 · 2k1,u+k3 · u · Tmulti,

T3 = (1 + (p f pb)−1 · 2k1,u+k3 · PF .P.) · Trem,

Data Complexity : (p f pb)−1 · 2n−αp−αc+1.

We can readily calculate the attack complexity based on
u and v using the framework. Consequently, by comparing

the resulting complexities, we can determine the optimal
format for the precomputed data.

5.1 Applications

We apply our optimization methods to previous works on
AES and ARIA, resulting in modest improvements to the
DS-MITM attack on 7-round AES-128/192/256 [6], 7-
round ARIA-192/256, and 8-round ARIA-256 [1]. The pa-
rameters for each attack are summarized in Table 7. Except
for Tdist for A1 and A2, the remaining parameters can be
readily obtained from the previous works. Specifically, the
parameters for AES are available in [6], and those for ARIA
can be found in [1]. The value of Tdist for A1 and A2 can
be calculated by considering the number of S-boxes. While
more advanced attacks have been proposed for AES (such as
the attacks on 8- and 9-round AES in [3], [6]), we do not
address these attacks in our study because our optimization
methods offer no further room for improvement.

5.1.1 Optimizing theDS-MITMAttacks on 7-RoundAES

We have optimized two versions of the DS-MITM attacks
on 7-round AES-128/192/256, which are based on the two
distinguishers presented in [6]. The first distinguisher is
described as Proposition 2, which was discussed in Section
4. The corresponding full-round truncated differential trail
is illustrated in Fig. A· 1 in Appendix Appendix.

Based on our framework, the complexity of the attack
is as follows:

−Memory Complexity = 280 · dlog2(|Mu,v |)e

− Time Complexity = Toff + Ton,

Toff = 277.5 · u, Ton = T1 + T2 + T3,

T1 = 2113,

T2 =

{
275, if u = 256,
275 · u, otherwise,

T3 =

{
(1 + 272 · PF .P.) · 280, if u = 256,
(1 + 280 · PF .P.) · 280, otherwise,

− Data Complexity = 2113.

In this attack, the dominant factor for the time complex-
ity is T1, and T2 remains negligible regardless of the value of
u. We can reduce either u or v while maintaining T3 < 2113.
Specifically, this reduction must satisfy the following condi-
tion: PF .P. < 2−39 if u = 256, and PF .P. < 2−47 otherwise.
According to Table 4, the optimal values are u = 32 and
v = 8. Consequently, we achieve a reduction in memory
complexity by a factor of 21.85 and a reduction in the offline
phase’s time complexity by a factor of 23, while the other
complexities remain unchanged.

The second distinguisher is described as Proposition 3.

Proposition 3. ([6]) If a pair of messages (P,P ′) conforms
to the truncated differential trail of Fig. A· 2, then themultiset
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Table 7 Parameters of the attacks.

of differences between the distinguisher’s outputs, obtained
from the 8-δ-set constructed fromP, can only take 288 values.

Based on our framework, the complexity of the attack
is as follows:

−Memory Complexity = 288 · dlog2(|Mu,v |)e

− Time Complexity = Toff + Ton,

Toff = 285.5 · u, Ton = T1 + T2 + T3,

T1 = 2105,

T2 =

{
299, if u = 256,
299 · u, otherwise,

T3 =

{
(1 + 296 · PF .P.) · 288, if u = 256,
(1 + 2104 · PF .P.) · 288, otherwise,

− Data Complexity = 2105.

In this attack, the dominant factor for the time complex-
ity is T1. In this case, we cannot adjust u because, when we
take the value for u as 128 or 64,T1+T2 becomes greater than
2105, and if u ≤ 32, T3 becomes greater than 2105. According
to Table 4, the optimal value for v is 6. This reduction allows
us to decrease the memory complexity by a factor of 21.19

while keeping the other complexities unchanged.

5.1.2 Optimizing the DS-MITM Attacks on 7-Round
ARIA-192/256

We optimize the DS-MITM attacks on 7-round

ARIA-192/256 presented in [1]. The distinguisher used
in the attack is described as Proposition 4.

Proposition 4. ([1]) If a pair of messages (P,P ′) conforms
to the truncated differential trail of Fig. A· 3, then themultiset
of differences between distinguisher’s outputs, obtained from
the 8-δ-set constructed from P, can only take 2128 values.

Before optimizing the attack, it is important to note that
the attack on ARIA-192 is consistent with our framework,
while the attack on ARIA-256 takes a slightly different ap-
proach. Based on our framework, the complexity of an attack
on 7-round ARIA-192 is as follows:

−Memory Complexity = 2128 · dlog2(|Mu,v |)e

− Time Complexity = Toff + Ton,

Toff = 2126.1 · u, Ton = T1 + T2 + T3,

T1 = 2113,

T2 =

{
2125.1, if u = 256,
2125.1 · u, otherwise,

T3 =

{
(1 + 2120 · PF .P.) · 2134.2, if u = 256,
(1 + 2128 · PF .P.) · 2134.2, otherwise,

− Data Complexity = 2113.

In this attack, the dominant factor for the time complex-
ity isT3. Therefore, we can adjust either u or v while ensuring
that PF .P. < 2−120 when u = 256, and PF .P. < 2−128 other-
wise. Based on Table 4, the optimal values are u = 128 and
v = 8. As a result, we achieve a reduction in the memory
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complexity, offline time complexity, and overall time com-
plexity by factors of 20.56, 2, and 20.13, respectively, while
the other complexities remain unchanged.

The attack on ARIA-256 repeats the process four times
while changing the position of the active byte. Specifically, it
iterates through the offline phase and steps 1 and 2 of the on-
line phases, progressively reducing the key space. Then, the
master key is recovered from the reduced key space. Con-
sequently, the time and data complexities are quadrupled,
while the memory complexity can be maintained by alter-
nately conducting the offline and online phases. In summary,
the complexity of this attack can be summarized as follows:

−Memory Complexity = 2128 · dlog2(|Mu,v |)e

− Time Complexity = Toff + Ton,

Toff = 2128.1 · u, Ton = T1 + T2 + T3,

T1 = 2115,

T2 =

{
2127.1, if u = 256,
2127.1 · u, otherwise,

T3 =

{
(1 + (2120 · PF .P.)

4) · 2126.2, if u = 256,
(1 + (2128 · PF .P.)

4) · 2126.2, otherwise,

− Data Complexity = 2113.

In this attack, the dominant factor for the time complex-
ity is Toff. We can consider two approaches for this attack.
The first is to consider the overall time complexity as im-
portant, and the second is to prioritize the time complexity
of the online phase. In the first case, the optimal values are
u = 128 and v = 8, leading to a reduction in the memory
complexity, offline time complexity, and overall time com-
plexity by factors of 20.56, 2, and 20.42, respectively. In the
second case, the optimal values are u = 256 and v = 7,
reducing the memory complexity by a factor of 20.56 while
the other complexities remain the same.

5.1.3 Optimizing the DS-MITM Attack on 8-Round
ARIA-256

We optimize the DS-MITM attack on 8-round ARIA-256
presented in [1]. The distinguisher used in the attack is
described as Proposition 5.

Proposition 5. ([1]) If a pair of messages (P,P ′) conforms
to the truncated differential trail of Fig. A· 4, then themultiset
of differences between the distinguisher’s outputs, obtained
from the 8-δ-set constructed from P, can only take 2136

values.

Based on our framework, the complexity of an attack is
as follows:

−Memory Complexity = 2136 · dlog2(|Mu,v |)e

− Time Complexity = Toff + Ton,

Toff = 2134 · u, Ton = T1 + T2 + T3,

T1 = 2113,

T2 =

{
2245.9, if u = 256,
2245.9 · u, otherwise,

T3 =

{
(1 + 2240 · PF .P.) · 216, if u = 256,
(1 + 2248 · PF .P.) · 216, otherwise,

− Data Complexity = 2113.

In this attack, the dominant factor for the time complexity
is T2, and therefore, we cannot adjust the value of u. Based
on Table 4, the optimal value for v is 6. Consequently, we
can reduce the memory complexity by a factor of 21.19 while
keeping the other complexities unchanged.

6. Conclusion

This study introduced a novel method for calculating the
false-positive probability of the multiset-based DS-MITM
attack. Additionally, we presented optimization methods for
improving the attack and applied them to previous works on
AES and ARIA. These efforts led to moderate improvements
in memory and time complexity.
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Fig. A· 3 Truncated differential trails of 7-round ARIA corresponding to
Proposition 4 [1].

Fig. A· 4 Truncated differential trails of 8-round ARIA corresponding to
Proposition 5 [1].
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