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PAPER
Improved PBFT-Based High Security and Large Throughput Data
Resource Sharing for Distribution Power Grid

Zhimin SHAO†, Chunxiu LIU††a), Cong WANG††, Longtan LI†††, Yimin LIU††,
and Zaiyan ZHOU††, Nonmembers

SUMMARY Data resource sharing can guarantee the reliable and safe
operation of distribution power grid. However, it faces the challenges of
low security and high delay in the sharing process. Consortium blockchain
can ensure the security and efficiency of data resource sharing, but it still
faces problems such as arbitrary master node selection and high consensus
delay. In this paper, we propose an improved practical Byzantine fault
tolerance (PBFT) consensus algorithm based on intelligent consensus node
selection to realize high-security and real-time data resource sharing for
distribution power grid. Firstly, a blockchain-based data resource sharing
model is constructed to realize secure data resource storage by combining
the consortium blockchain and interplanetary file system (IPFS). Then, the
improved PBFT consensus algorithm is proposed to optimize the consensus
node selection based on the upper confidence bound of node performance.
It prevents Byzantine nodes from participating in the consensus process,
reduces the consensus delay, and improves the security of data resource
sharing. The simulation results verify the effectiveness of the proposed
algorithm.
key words: distribution power grid, practical byzantine fault tolerance,
data resource sharing, node trust degree, upper confidence bound

1. Introduction

Distribution power grid plays an important role in connecting
distributed renewable generators, loads, and storages with
the grid [1]–[4]. To ensure its reliable and safe operation,
various types of data including infrastructure data, meter-
ing data, topology data, and graphic data, are intensively
collected for real-time state monitoring and deep analysis
[5], [6]. However, these data are distributed in different sys-
tems and departments, which leads to information islands
[7], [8]. Moreover, it is difficult to realize collaborative data
analysis and improve data utilization efficiency due to the
lack of secure data resource sharing mechanism [9]–[11].
Data resource sharing faces several security issues such as
malicious attacks and data tempering. These security issues
will result in privacy breaches of grid users, sensitive in-
formation leakage, and even lead to grid operation failure
[12]–[14]. Therefore, how to realize high-security and real-
time data resource sharing for distribution power grid has
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become an important research topic.
Consortium blockchain is controlled and managed by a

consortium of multiple departments. It utilizes encryption
techniques for data validation and storage, while employ-
ing consensus algorithms for block generation and updates
[15]–[19]. The consortium chain has a dedicated identity
and permission management system, which can isolate the
blockchain of different departments while retaining the ac-
cess permissions of the consortium members. Consortium
blockchain not only ensures the security and efficiency of
multi-department data sharing, but also has a high tamper re-
sistance to ensure data integrity and traceability. The core of
consortium blockchain relies on consensus, which allows un-
trusted blockchain nodes to achieve data consistency through
predetermined consensus mechanism [20], [21]. The relia-
bility of efficiency of consensus algorithm play a vital role
in ensuring high-security and real-time data resource shar-
ing for distribution power grid. Among various consensus
algorithms, the practical Byzantine fault tolerance (PBFT)
algorithm provides safeguard against Byzantine nodes based
on the principles of majority agreement and collaborative
decision making [22]–[24]. It possesses advantages of high
security and low reward variance, making it suitable for data
resource sharing in distribution power grid. Several studies
have investigated on PBFT-based consensus in consortium
blockchain. In [25], Abishu et al. applied PBFT consensus
algorithm in consortium blockchain-enabled energy trading
based on wireless power transfer to ensure the security and
privacy of transactions between untrustworthy electric ve-
hicles. In [26], Zhang et al. proposed antiquantum pri-
vacy protection scheme of smart meter based on consortium
blockchain. A low-communication cost PBFT consensus al-
gorithm was developed to prevent user privacy leakage and
tampering of power consumption data. However, despite its
great potential technical advantages, the direct application
of PBFT on data resource sharing in distribution power grid
still faces several key challenges.

First, conventional PBFT algorithm involves the vast
majority of nodes in consensus. It cannot work efficiently
in distribution power grid with large number of nodes. Both
communication overhead and computation complexity grow
exponentially with node scale, which results in unbearable
consensus delay. Second, it is susceptible to Sybil attacks
due to the arbitrary selection of consensus nodes. Sybil at-
tacks on the power grid pose risks such as control system
manipulation, data integrity compromise, and potential cas-
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cading outages due to the interconnected nature of the grid.
Existing node selection approaches such as trust-PBFT [27],
two-stage PBFT [28] and game-based PBFT [29] mainly fo-
cus on recent node trust degree, but ignores performances
of historical trust degree and consensus delay. Last not
but least, confidence bound of node trust degree has been
largely neglected in existing node evaluation and selection
mechanisms. Some normal nodes are misjudged as Byzan-
tine nodes due to the fluctuations of communication and
computing resources, which significantly reduces consensus
reliability and increases consensus delay.

Several studies have been conducted to explore the ap-
plication of consortium blockchain with PBFT-based con-
sensus in data resource sharing. In [30], a patient-controlled
electronic health records sharing scheme based on cloud
computing collaborating consortium blockchain technology
was proposed, and a node-state-checkable PBFT consensus
algorithm was applied to reduce the impact of the malicious
node on the whole consortium blockchain. In [31], a consor-
tium blockchain-based secure data sharing scheme of inter-
net of vehicles was proposed to implement automatic regis-
tration, rapid authentication, and reliable sharing. The PBFT
consensus algorithm was adopted to ensure the consistency
of the entire network ledger. The PBFT-based consensus
mechanisms utilized in these works require the participation
of the vast majority of nodes on consensus, which is not suit-
able for real-world application in large-scale data resource
sharing in distribution power gird. Some researchers investi-
gate node selection in PBFT to address scalability issues. In
[27], Tong et al. proposed a trust-PBFT consensus algorithm
to improve the fault tolerance performance and scalability,
which introduced the peer-to-peer trust calculation model to
evaluate the trust degree of nodes that qualify as participants
of PBFT. In [28], Qushtom et al. proposed a consensusmech-
anism that integrates proof-of-stake with PBFT, which can
effectively deal with dishonest nodes and maintain high per-
formance by using node trust degree and rewardmechanisms
as crucial components of the block validation and ordering
processes. However, these works lack accurate evaluation
of node trust degree based on both historical and recent
performances, which causes high Byzantine node ratio and
frequent security breaches. In [32], Gao et al. proposed a
novel optimized PBFT consensus algorithm based on Eigen-
Trust model, which obtained a unique trust value for every
node in the system by recording the transaction history be-
tween nodes. In [33], Xiang et al. proposed a distributed
PBFT consensus algorithm suitable for virtual power plant
transaction blockchain to meet the requirements of privacy
and efficiency of power data consensus, which designed the
credit evaluation indicators according to the historical per-
formance evaluation coefficients and recent debt evaluation
coefficients of the blockchain nodes. These works ignored
the paradox relationship between reliable node selection and
consensus delay. The reduction of Byzantine node ratio
based on complicated node trust degree evaluation and se-
lection approaches is at the cost of high consensus delay. It
is intuitive to achieved balanced performance between se-

curity and efficiency by jointly considering trust degree and
consensus delay. Furthermore, the influence of fluctuation of
communication and computing resources on node evaluation
and selection have not been investigated.

To tackle these challenges, we propose an improved
PBFT consensus algorithm based on intelligent consensus
node selection to realize high-security and real-time data
resource sharing for distribution power grid. First, we con-
struct a consortium blockchain-based data resource sharing
model for distribution power grid and elaborate the design of
secure data storage and smart contract mechanisms. Then,
the improved PBFT consensus algorithm based on intelligent
consensus node selection is proposed. It learns to optimize
consensus node selection based on upper confidence bound
to prevent Byzantine nodes from participating in the consen-
sus process. Finally, the security and delay performances
of the proposed algorithm are verified by simulations. The
contributions of this paper are summarized as follows.

• Consortium blockchain-based data resource sharing
framework for distribution power grid: We propose
a high-security and low-delay data resource sharing
framework by combining consortium blockchain with
interplanetary file system (IPFS). We develop a se-
cure resource storage mechanism to ensure data im-
mutability and reduce consensus delay. The data re-
sources are encrypted and stored in IPFS while only the
Hash addresses as transaction attributes are stored in
blockchain. We also design advanced storage contract
and query contract to facilitate transparent and auto-
matic execution of data resources.

• Improved PBFT consensus based on intelligent con-
sensus node selection: We construct upper confidence
bound of node performance to optimize consensus node
selection. The upper confidence bound achieves a bal-
anced tradeoff between exploration of potential consen-
sus nodes and exploitation of nodes with better empiri-
cal performances. We further consider consensus delay,
historical node trust degree, and recent node trust de-
gree in empirical performance evaluation.

• Extensive performance analysis on consensus delay,
throughput, and security: We conduct extensive sim-
ulations on consensus delay, throughput, and security
to validate the effectiveness of the proposed algorithm.
We consider various performance metrics including de-
lay, transactions per second (TPS), and Byzantine node
ratio. We also analyze its vulnerability to replay attacks,
distributed denial of service (DDoS) attacks, and Sybil
attacks, and provide simulation verification in terms of
probability of successful attack.

This paper is organized as follows. Section 2 intro-
duces the consortium blockchain-based data resource shar-
ing model for distribution power grid. Section 3 proposes
the improved PBFT consensus algorithm based on intelli-
gent consensus node selection. Simulation results are given
in Sect. 4. Section 5 presents conclusion.
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2. Consortium Blockchain-Based Data Resource Shar-
ing Model for Distribution Power Grid

The consortium blockchain-based data resource sharing
model for distribution power grid is shown in Fig. 1, which
includes the data acquisition system, client, data resource
sharing consortium blockchain and IPFS. The details are
described as follows.

• Data acquisition system: Data acquisition systems of
distribution power gridmainly include supervisory con-
trol and data acquisition system (SCADA), power pro-
duction management system (PMS), energy manage-
ment system (EMS), advanced metering infrastructure
(AMI), geographic information system (GIS), and etc,
which collect different types data, such as voltage, cur-
rent, harmonic wave, temperature, and weather. These
data are first encrypted according to the random sym-
metric key generated by the data acquisition system to
obtain the encrypted file. The data acquisition system
then uploads the generated encrypted file to IPFS for
storage according to the smart contract. Smart contracts
are automated contracts based on blockchain technol-
ogy, and they are capable of executing, managing, and
enforcing the terms of a contract without a third party.

• Client: Clients include personnel from departments
such as dispatching, operation and detection, and mar-
keting. After completing identity authentication, client
sends a query request of data resources to the blockchain
based on the Hash address. The client calls the cor-
responding smart contract to achieve secure cross-
department sharing of data resources to realize refined
management of distribution power grid.

• Data resource sharing consortium blockchain: The
blockchain includes the blockchain node network,
the smart contract and the consensus algorithm.
The blockchain node network is composed of N
nodes, the set of which is represented as V =

{V1,V2, . . . ,Vn, . . . ,VN }. The smart contract is accessed
and called by data acquisition systems and clients to en-
sure consistency and transparency in the data resource
sharing process. The consensus algorithm serves as
the governing rule followed by all blockchain nodes to
ensure data security. The data resource sharing consor-
tium blockchain uses a special identity and permission
management system to securely store the data resources
of a certain department while retaining the access rights
of other departments, which ensures the security of
cross-department sharing of data resources. Besides,
it has a high tamper resistance to ensure data integrity
and traceability.

• IPFS: IPFS is an open source distributed file system.
Compared with conventional centralized file storage
systems, which can only rely on servers to download
files, IPFS runs on peer-to-peer networks, avoiding the
single point failure and vulnerability of conventional

Fig. 1 The consortium blockchain-based data resource sharing model for
distribution power grid.

Fig. 2 The secure data resource storage mechanism.

centralized network. In addition, compared with the
conventional location-based addressing method which
is easy to cause the loss of data resources, IPFS defines a
distribution protocol based on content addressing. Each
file has a unique Hash address, which not only has the
tamper resistance function, but also can prevent upload-
ing a large number of duplicate data.

In this paper, T iterations are considered, and the set
is represented as T = {1,2, . . . , t, . . . ,T}. In each iteration,
firstly, according to secure data resource storage mechanism,
data acquisition system uploads collected data resources to
IPFS, and uploads the corresponding data abstract to the
blockchain. Secondly, the blockchain generates and stores
data resource identity document (DRID) in a certain block
according to the data resource storage contract. Finally, the
client query data resources according to data resource query
contract. The details are expressed as follows.

2.1 Secure Data Resource Storage Mechanism

Each block in the blockchain can only store a limited amount
of data. If the data resources from the data acquisition system
are stored directly in the blockchain, a large number of blocks
will be required, resulting in increased consensus delaywhen
the client queries the data resources. We propose a secure
and real-time data resource storagemechanismby combining
blockchain and IPFS, which is shown in Fig. 2. The process
is described as follows.
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(1) Data acquisition system encrypts the data resources and
uploads it to IPFS according to smart storage contract
for storage.

(2) When receiving the data resources, IPFS calculates the
Hash address throughHash operation and sends theHash
address back to data acquisition system.

(3) Data acquisition system constructs a data abstract ac-
cording to the received Hash address and uploads it to
the blockchain according to the smart contract. The
blockchain generates DRID and stores it in a certain
block.

(4) When a client queries the data resources, it sends a re-
quest to the blockchain and obtains the corresponding
Hash address in DRID according to the smart contract.

(5) Based on the received Hash address, the client sends a
query request to IPFS and retrieves the corresponding
data resources.

(6) When receiving the data resources, the client decrypts
it and calculates the Hash address. By comparing this
Hash addresswith the one stored in blockchain, the client
can guarantee the security of the data resources sharing.
If the two Hash addresses are consistent, the client re-
ceives the correct data resources. Otherwise, the client
receives the tampered data resources.

In terms of real-time performance, since the amount of
data abstract generated based on Hash address is small, stor-
ing data abstract in consortium blockchain instead of data
resources can effectively save storage resources on consor-
tium blockchain, and improve the efficiency of consensus
algorithms. In terms of security performance, any attack on
the data resources will change the Hash address. As the Hash
address stored in the consortium blockchain is immutable,
comparing the two Hash addresses ensures the immutability
and traceability of data resources.

2.2 Smart Contract Design

Smart contracts are programs that are stored on consortium
blockchain and executed automaticallywhen predefined con-
ditions are met. Smart contracts support automated exe-
cution, immutability of data and decentralization of node
network. Smart contracts are used to solve the problems
of non-transparent execution process and non-uniform ex-
ecution standards which are encountered in data resource
sharing. The core of the smart contracts consists of data
resource storage contract and data resource query contract.

2.2.1 Data Resource Storage Contract

Data resource storage contract is used to store the data re-
sources in the IPFS and store the data abstracts in consortium
blockchain. The execution of the data resource storage con-
tract is shown in Fig. 3(a), which is described as follows.

Fig. 3 The smart contact design: (a) data resource storage contract; (b)
data resource query contract.

(1) Data acquisition system sends the data resource storage
request to IPFS.

(2) When receiving the request, IPFS performs remote data
resources processing for the system according to remote
procedure call (RPC) protocol.

(3) Following the RPC protocol, the system encrypts the
data resources and uploads them to IPFS. First, the sys-
tem generates a random symmetric key Key according
to the key generation operation KeyGen(.), which is
given by

Key = KeyGen(λ) (1)

where λ is the security parameter. Then, the system en-
crypts data resource DataRes using the generated ran-
dom symmetric key Key, executes encryption operation
Encryptsse(.), and obtains output encrypted file Cds ,
which is given by

Cds = Encryptsse(Key,DataRes) (2)

Finally, the system uploads Cds to IPFS.

(4) When receiving the data resources, IPFS creates storage
addresses IPFSadd for data resources, calculates the
Hash address Hash f ile of the data resources, and returns
it to the data acquisition system.

(5) The system constructs the data abstract according to the
received Hash address and uploads it to blockchain.
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(6) When receiving the data abstract, the blockchain com-
bines it with system ID IDsys , the random symmetric
key Key for encryption, and timestamp TPsto for stor-
age to generate a DRID, and stores DRID in a new block.
Then, the DRID is return to the system. DRID is ex-
pressed as

DRID =< IDsys,Key,Hash f ile, IPFSadd,TPsto >
(3)

2.2.2 Data Resource Query Contract

Data resource query contract is used to provide data resource
query service for the client. The execution of data resource
query contract is shown in the Fig. 3(b), which is described
as follows.

(1) The client sends the data resource query request
REQUEST to the blockchain, which is given by

REQUEST =< DRID,TPque, IDcli,Sigcli > (4)

whereTPque is the timestamp for query, IDcli and Sigcli
are the client ID and client signature, respectively.

(2) When receiving the query request REQUEST ,
blockchain searches for the corresponding data abstract
based on the DRID. Subsequently, blockchain returns
the corresponding Hash address Hash f ile and storage
addresses IPFSadd to the client.

(3) Based on the received Hash f ile and IPFSadd , the client
sends a data resource query request to IPFS.

(4) When receiving the query request, IPFS retrieves and
sends the encrypted file Cds to the client.

(5) When receiving the encrypted fileCds , the client verifies
its Hash address. If the verification passes, the client
uses key Key to decrypt Cds according to decryption
operation Decryptsse(.), and obtains the data resources
DataRes, which is given by

DataRes = Decryptsse(Key,Cds) (5)

3. Improved PBFT Consensus Algorithm Based on In-
telligent Consensus Node Selection

In the data resource sharing process, the consortium
blockchain utilizes the PBFT consensus algorithm to au-
thenticate the participating nodes. PBFT consensus algo-
rithm is a widely adopted consensus algorithm in consor-
tium blockchains and is well known for its effectiveness in
solving the Byzantine problem. PBFT consensus algorithm
involves client and consensus nodes. The client sends the
consensus request to realize the data resource sharing. The
consensus nodes refer to the blockchain nodes that partici-
pate in the consensus process, which can be further divided
into a master node and several slave nodes. The master

node is randomly selected, which is responsible for receiv-
ing consensus request from client and broadcasting it to slave
nodes. The slave nodes are the remaining consensus nodes,
which are responsible for validating and processing received
consensus requests. PBFT consensus algorithm follows the
principle of majority rule, and consensus is reached when
the consensus request sent by client is confirmed by more
than half of the consensus nodes. This means that each con-
sensus node needs to communicate with each other, resulting
in significant communication overhead. During the consen-
sus process, consensus node may encounter situations where
confirmation messages are lost due to the fluctuations of
communication and computing resources, or confirmation
messages are tampered with due to attack. Such consen-
sus node is called Byzantine node. Conversely, consensus
node that sends the correct confirmation message is called
non-Byzantine node. If a Byzantine node participates in the
consensus process as a master node, the client will not re-
ceive any correct confirmationmessages. The above features
lead to some limitations of the conventional PBFT consensus
algorithm, which are described as follows.

• PBFT consensus algorithm requires all blockchain
nodes to participate in the consensus process as con-
sensus nodes. However, the characteristic that each
consensus node needs to communicate with each other
determines that the PBFT consensus algorithm has sig-
nificant communication overhead. As the number of
blockchain nodes increases, the communication over-
head increases rapidly, resulting in an increased con-
sensus delay.

• Since the PBFT consensus algorithm follows the prin-
ciple of majority rule, it is necessary to ensure that
the number of non-Byzantine nodes is greater than the
number of Byzantine nodes. However, the PBFT con-
sensus algorithm does not have the ability to identify
Byzantine nodes. When a Byzantine node serves as
the master node to participate in consensus process, or
when a large number of Byzantine nodes participate in
consensus process, the consensus process will fail. The
client needs to reinitiate the consensus. This leads to
a serious increase in consensus delay and a decrease in
the security of data resource sharing.

To address the above challenges, we propose the im-
proved PBFT consensus algorithm based on intelligent con-
sensus node selection. Firstly, the consensus delay model,
node trust degree model and consensus node selection ap-
proach based on upper confidence bound are proposed to
improve the PBFT consensus algorithm. Then the imple-
mentation of the improved PBFT consensus algorithm is
described. The flow of the improved PBFT consensus algo-
rithm is shown in Fig. 4.

3.1 Consensus Delay Model

In the improved PBFT consensus algorithm, the client sends
the consensus request to themaster node, and themaster node
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Fig. 4 The flow of the improved PBFT consensus algorithm.

broadcasts it to the slave nodes. Then, consensus nodes val-
idate the consensus request and reply to the client. Define
the consensus delay as the time difference between the time
when the client sends a consensus request to master node
and the time when the client receives a reply from the con-
sensus node. Consensus delay is a key indicator to measure
the performance of consensus algorithms, which is affected
by the communication resources between client and con-
sensus nodes, the computing resources of consensus nodes,
and the number of consensus nodes [34]. Assuming that at
time τreq(t) in the t-th iteration, the client sends a consensus
request to the master node, and at time τrepn (t), the client
receives the reply from nodeVn. Denote the consensus delay
of node Vn in the t-th iteration as Tcon

n (t), which is given by

Tcon
n (t) = τ

rep
n (t) − τ

req(t) (6)

3.2 Node Trust Degree Model

The node historical trust degree considers the performance
of nodes in past interactions, revealing their stability, con-
sistency, and honesty. If a node has been performing well
in the past, it is possible to give it a higher trust degree.
The node recent trust degree takes into account the recent
behavior of nodes, as their behavior may change over time.
Even if a node has performed well in the past, its recent trust
degree may be low if its recent behavior is unreliable. The
node historical trust degree mainly focuses on the long-term

performance of nodes, while the node recent trust degree
focuses on the instantaneous performance of nodes. There-
fore, if the behavior of a node changes in a short period of
time, the node recent trust degree may better reflect the ac-
tual situation. Considering both can help establish a more
comprehensive trust model.

3.2.1 Node Historical Trust Degree Model

The node historical trust degree is calculated based on the
consensus process before current iteration. At the beginning
of the t-th iteration, define Kn(t) as the number of times that
node Vn has served as consensus node, define In(t) as the
number of times that node Vn has served as non-Byzantine
node, and define Jn(t) as the number of times that node
Vn has served as Byzantine node. The node historical trust
degree of node Vn in the t-th iteration is denoted as

Chis
n (t) =

{
In(t)−αJn(t)

Kn(t)
, if Kn(t) > 0

0, if Kn(t) = 0
(7)

where α > 1 is the historical trust degree adjustment co-
efficient to amplify the effect of the number of times that
node has been Byzantine node. With the adjustment of α,
the node historical trust degree decreases rapidly with the
number of times that node has been Byzantine node, which
can effectively improve the security of data resource shar-
ing. In particular, set the initial node historical trust degree
as Chis

n (1) = 0.

3.2.2 Node Recent Trust Degree Model

The node recent trust degree is calculated based on the node
behavior in the last iteration. The node behavior includes
normal behavior, fault behavior and malicious behavior.
Normal behavior refers that nodes send and receive mes-
sages as specified. Fault behavior refers that nodes cannot
sendmessages or send errormessages due to operational fail-
ure. Malicious behavior refers that nodes send inconsistent
messages intentionally. In particular, non-Byzantine nodes
perform normal behavior, and Byzantine nodes perform fault
behavior and malicious behavior.

Define Anor
n (t) ∈ {0,1} to describe whether node

Vn performs normal behavior in the t-th iteration, where
Anor
n (t) = 1 means that node Vn performs normal behavior,

and Anor
n (t) = 0 otherwise. Similarly, define Afau

n (t) ∈ {0,1}
to describe whether nodeVn performs fault behavior, and de-
fine Amal

n (t) ∈ {0,1} to describe whether node Vn performs
malicious behavior. The recent trust degree of node Vn in
the t-th iteration is denoted as

Crec
n (t) = Anor

n (t − 1) + β2 Afau
n (t − 1) + β4 Amal

n (t − 1)
(8)

where β ≥ 1 is the recent trust degree adjustment coeffi-
cient. In particular, set the initial node recent trust degree as
Crec
n (1) = 0.
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3.2.3 Node Trust Degree Model

Denotes the initial trust degree of node Vn as Cini
n , which

is determined by node type, node computing resource and
communication capability. The node trust degree is given
by

Cn(t) = Cini
n + γhChis

n (t) + γrCrec
n (t) (9)

where γh and γr are the historical trust degree weight and
the recent trust degree weight, respectively. By dynamically
adjusting the settings of γh and γr , the importance of the
node historical trust degree and node recent trust degree can
be changed.

3.3 Intelligent Consensus Node Selection Based on Upper
Confidence Bound

Define the consensus node selection variable as xn(t) ∈
{0,1}, where xn = 1 means nodeVn is selected to participate
in consensus process at the t-th iteration, and xn(t) = 0 oth-
erwise. An intelligent consensus node selection based on up-
per confidence bound is proposed to realize the classification
and selection of nodes. This approach can accurately iden-
tify Byzantine nodes and prevent them from participating in
the consensus process to reduce the number of consensus
nodes. The proposed algorithm is described as follows.

3.3.1 Node Performance Evaluation

In order to achieve accurate evaluation of node performance,
we comprehensively consider the influence of consensus de-
lay and node trust degree. Define the performance of node
Vn in the t-th iteration as weighted sum of consensus delay
Tcon
n (t) and node trust degree Cn(t), which is given by

Gn(t) = Tcon
n (t) + µCn(t) (10)

where µ is the weight of node trust degree.
In the consensus process, due to the large number of

blockchain nodes and complex communication environment,
it is difficult to obtain the global information of the current
iteration, which makes it difficult to directly select consensus
nodes based on the node performance evaluation described
in (10). In addition, the fluctuations of computing resources
and communication resources will lead to misjudgments of
Byzantine nodes. To solve the above problems, we develop
node performance evaluation based on the upper confidence
bound. The upper confidence bound of node Vn in the t-th
iteration is given by

G̃up
n (t) = Ḡn(t) + θ

√
ln t

Kn(t)
(11)

where θ is the adjustment coefficient. Ḡn(t) is the histor-
ical average performance of node Vn in the previous t − 1
iterations, which is given by

Table 1 The relationship between blockchain node category and the
upper confidence bound.

Ḡn(t) =
1

Kn(t)

t−1∑
t0=1

xn(t0)Gn(t0) (12)

According to (11), the improved PBFT consensus al-
gorithm exploits nodes according to historical average per-
formance, and explores node performance according to con-
fidence radius. Besides, it uses adjustment coefficient to
balance the exploitation and exploration. By introducing the
upper confidence bound, the proposed algorithm can select
consensus nodes with good performance to participate in the
consensus process and prevent Byzantine nodes from dis-
turbing the consensus process, which effectively improves
the security of data resource sharing and reduces the con-
sensus delay.

3.3.2 Consensus Node Selection

The improved PBFT consensus algorithmdivides blockchain
nodes into three categories based on the upper confidence
bound, which are called optimal node, trusted node and al-
ternate node. Define the category of node Vn as Ln(t) ∈
{1,2,3}, where Ln(t) = 1 represents the optimal node,
Ln(t) = 2 represents the trusted node and Ln(t) = 3 rep-
resents the alternate node. Define G̃tru

n as the threshold of
trusted node. The relationship between blockchain node cat-
egory and the upper confidence bound is shown in Table 1.

In the improved PBFT consensus algorithm, the optimal
node participates in the consensus process as the master
node, the trusted nodes participate in the consensus process
as the slave node, and the alternate nodes do not participate
in the consensus process due to the poor performance. That
is to say, node Vn participates in the consensus process when
Ln(t) ∈ {1,2}, while node Vn does not participate in the
consensus processwhen Ln(t) = 3. Therefore, the consensus
node selection is given by

xn(t) =

{
1, Ln(t) ∈ {1,2}
0, Ln(t) = 3

(13)

3.3.3 Node Performance Update

When the consensus node selection in the t-th iteration is de-
cided, the client performs the consensus process according
to the improved PBFT consensus algorithm based on intelli-
gent consensus node selection. After the consensus process
is complete, the proposed algorithm analyzes the behaviors
of the consensus nodes. If consensus node Vn performs nor-
mal behavior, set Anor

n (t) = 1, Afau
n (t) = 0 and Amal

n (t) = 0. If
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consensus node Vn performs fault behavior, set Afau
n (t) = 1,

Anor
n (t) = 0 and Amal

n (t) = 0. If consensus node Vn per-
forms malicious behavior, set Amal

n (t) = 1, Anor
n (t) = 0 and

Afau
n (t) = 0. Then, update the node performance as

In(t + 1) = In(t) + Anor
n (t) (14)

Jn(t + 1) = Jn(t) + Afau
n (t) + Amal

n (t) (15)
Kn(t + 1) = Kn(t) + xn(t) (16)

3.4 Implementation of the Improved PBFT Consensus Al-
gorithm

The consensus process is performed according to the selected
consensus nodes based on the improved PBFT consensus al-
gorithm. An implementation of improved PBFT consensus
algorithm is shown in Fig. 5. There are N = 6 blockchain
nodes, consisting of 1 optimal node, 4 trusted nodes, and 1
alternate node. The optimal node is V3, the trusted nodes are
V1, V2, V4 and V5, and the alternate node is V6. It should be
noted that the alternate node V6 is a Byzantine node, which
is accurately identified by the improved PBFT consensus al-
gorithm and is prevented from participating in the consensus
process.

The consensus process based on improved PBFT con-
sensus algorithm includes request, pre-prepare, prepare,
commit and reply, which are described as follows.

• Request: The client verifies the data format and digital
signature to construct request message and ensure its
validity. Then, the client sends the request message to
the optimal node V3. The request message includes the
data abstract, timestamp, and other relevant details.

• Pre-prepare: The optimal node V3 constructs the re-
ceived request message into a pre-prepare message, and
sends it to each trusted node. The pre-prepare message
includes the view number, the message serial number,
the received request message and other relevant infor-
mation.

• Prepare: The trusted nodes verify the pre-preparemes-
sage received from the optimal node. When the valida-
tion is successful, the trusted nodes generate the prepare
messages and broadcast them to other nodes.

• Commit: The optimal node and trusted nodes check
whether the received prepare messages are consistent
with the pre-prepare messages. If they are consistent,
the optimal node generates a new block containing the

Fig. 5 Consensus process based on PBFT.

request message and adds it to the data resource sharing
consortium blockchain. The trusted nodes synchronize
their ledgers and send commit messages to other con-
sensus nodes.

• Reply: All consensus nodes record the received com-
mit messages in their ledgers and send a reply to the
client. Once the client receives replies, it indicates that
the consensus process is complete, and the requested
operation has been agreed upon and executed by the
consensus nodes.

4. Simulation Result

Two data resource sharing scenarios for distribution power
grid are considered for simulations. One is to set the num-
ber of blockchain nodes as 50 and perform 100 consensus
processes. The other one is to set the number of blockchain
nodes to increase from 20 to 80, and take the average value
of 100 iterations as the simulation result. Besides, set pro-
portion of Byzantine node as 20% in both scenarios. The
simulation parameters [35], [36] are summarized in Table 2.

The proposed algorithm is compared with two algo-
rithms to verify its performance. The first one is thresh-
old signature-based efficient Byzantine fault-tolerant nego-
tiation algorithm (TS-PBFT) [37], which optimizes consen-
sus node selection by threshold signature techniques to re-
duce the consensus delay. However, TS-PBFT does not
consider influence of consensus delay and node trust de-
gree on the optimization of consensus node selection. The
second one is the conventional PBFT-based consensus al-
gorithm (CPBFT), which achieves consensus according to
the principle of majority rule. However, CPBFT needs all
nodes to participate in the consensus process, which has a
large demand on communication resources and computing
resources.

4.1 Consensus Delay Analysis

Figure 6 shows the consensus delay versus iteration. Com-
pared with TS-PBFT and CPBFT, the consensus delay of
the proposed algorithm decreases by 9.15% and 17.72%, re-
spectively. The proposed algorithm considers the influence
of fluctuations of communication and computing resources,
and learns to select consensus node with less consensus de-
lay and higher node trust degree according to the upper
confidence bound of node performance. TS-PBFT does not
consider the influence of consensus delay on optimization
of consensus node selection, which leads to an increase in
consensus delay. CPBFT requires all blockchain nodes to

Table 2 Simulation parameters.
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Fig. 6 The consensus delay versus iteration.

Fig. 7 The consensus delay versus the number of nodes.

participate in the consensus process, which results in the
largest consensus delay.

Figure 7 shows the consensus delay versus the number
of nodes. With the number of nodes growing from 20 to 80,
compared with TS-PBFT and CPBFT, the growth of con-
sensus delay of the proposed algorithm decreases by 57.26%
and 75.42%, respectively. The proposed algorithm divides
blockchain nodes into three categories according to the up-
per confidence bound of node performance, and selects nodes
with better performance to participate in the consensus pro-
cess, which reduces the number of consensus nodes, and has
the slowest increase of consensus delay. TS-PBFT cannot
guarantee that nodes with better performance are selected
to participate in the consensus process. CPBFT require all
nodes to participate in the consensus process, which leads to
the fastest increase in consensus delay.

4.2 Throughput Analysis

Throughput refers to the number of transactions processed
by the algorithm per second, which is measured based on
TPS. Throughput is an important index to measure the capa-

Fig. 8 The throughput versus iteration.

Fig. 9 The throughput versus the number of nodes.

bility of consensus algorithm to process transactions. Higher
throughput indicates that the algorithm is more capable of
processing transactions and has higher consensus efficiency.

Figure 8 shows the throughput versus iteration. Com-
pared with TS-PBFT and CPBFT, the throughput of the pro-
posed algorithm increases by 28.81% and 71.04%, respec-
tively. The proposed algorithm learns to select consensus
nodes with less consensus delay and higher node trust de-
gree to increase the transactions processed per second, and
optimizes the consensus node selection to reduce the num-
ber of consensus nodes and communication overhead, which
lead to the increase of throughput. TS-PBFT and CPBFT
cannot prevent Byzantine nodes from participating in the
consensus process, resulting in a large number of consensus
nodes, which decreases the throughput due to the significant
communication overhead and high consensus delay.

Figure 9 shows the throughput versus the number of
nodes. As the number of nodes increases, the communi-
cation overhead and consensus delay increase, resulting in
fewer transactions processed per second, which lead to the
decrease in throughput. When the number of nodes grow-
ing from 20 to 80, compared with TS-PBFT and CPBFT,



1094
IEICE TRANS. FUNDAMENTALS, VOL.E107–A, NO.8 AUGUST 2024

the throughput degradation of the proposed decreases by
42.16% and 64.24%, respectively. The proposed algorithm
considers the historical average performance of node and the
fluctuations of communication and computing resources, and
classifies nodes according to the upper confidence bound. It
ensures non-Byzantine nodes with less consensus delay to
participate in the consensus process, and prevents Byzantine
nodes from participating in the consensus process, which re-
duces the number of consensus nodes, and has the smallest
throughput degradation. TS-PBFT reduces the number of
consensus nodes by threshold signatures techniques to im-
prove throughput, but it cannot accurately identify Byzan-
tine nodes and the throughput cannot be further improved.
CPBFT requires all nodes to participate in consensus pro-
cess, which has a large consensus delay, and the throughput
decreases rapidly as the number of nodes increases.

4.3 Security Analysis

The security of data resource sharing can be measured by the
proportion of Byzantine node and probability of successful
attack. The proportion ofByzantine node refers to the ratio of
the number of Byzantine nodes to the number of consensus
nodes. The probability of successful attack refers to the
probability that consensus cannot be reached due to attack.

There are many kinds of attacks in the blockchain and
data resource sharing. This paper takes three typical attacks
as examples to analyze the security of the proposed algo-
rithm, which are replay attacks [38], DDoS attacks [39], and
sybil attacks [40].

• Replay attacks: Replay attack occurs when an attacker
maliciously copies or replays valid transactions on dif-
ferent networks or at different times. Replay attack is
used to undermine the correctness of verification.

• DDoS attacks: DDoS attack combines multiple com-
puters as an attack platform to launch attacks on
blockchain nodes, which can generate large amounts
of abnormal traffic and interfere with the normal trans-
action process.

• Sybil attacks: Sybil attack disturbs the consensus
process by disguising one attacker as multiple fake
blockchain nodes with different forged identities, which
will mislead the selection of consensus nodes and pre-
vent normal nodes from participating in the consensus
process.

Figure 10 shows the proportion of Byzantine node ver-
sus iteration. With the increasing of iteration, the proportion
of Byzantine node of the proposed algorithm gradually de-
creases and approaches 0 around the 70-th iteration. The
proposed algorithm learns and identifies Byzantine nodes
based on upper confidence bound. If a Byzantine node is
selected as a consensus node, the blockchain will degrade its
node performance according to the node trust degree model
after consensus is completed. In the next iteration, the node
will not be selected as a consensus node due to the lower up-
per confidence bound. Therefore, Byzantine nodes will be

Fig. 10 The proportion of Byzantine node versus iteration.

Fig. 11 The probability of successful attack versus the number of nodes
controlled by the attacker.

gradually excluded from the consensus process. The propor-
tion of Byzantine node of TS-PBFT fluctuates between 0.13
and 0.19, because it does not consider the influence of node
trust degree on consensus node selection optimization, and
cannot accurately identify Byzantine nodes. The proportion
of Byzantine node of CPBFT is kept constant at 0.2, which
is due to the fact that all the nodes participate in consensus
process, and the number of consensus nodes and malicious
nodes remain constant.

Figure 11 shows the probability of successful attack ver-
sus the number of nodes controlled by the attacker. When the
number of nodes controlled by the attacker is 14, compared
with TS-PBFT and CPBFT, the proposed algorithm reduces
the probability of successful attack by 54.35% and 82.12%,
respectively. The proposed algorithm can accurately iden-
tify Byzantine nodes caused by multiple attack methods and
prevent them from participating in the consensus process.
TS-PBFT cannot accurately identify Byzantine nodes be-
cause it does not consider the impact of node trust degree
on the optimization of consensus node selection, and can
only prevent some Byzantine nodes from participating in the
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consensus process. CPBFT requires all nodes to participate
in the consensus process, and cannot reduce the influence of
the attacked node on the consensus process.

5. Conclusion

In this paper, we aim to solve the problem of low security and
high consensus delay for data resource sharing in distribu-
tion power grid. A blockchain-based data resource sharing
model was constructed to realize secure data resource stor-
age by combining the consortium blockchain and IPFS. An
Improved PBFT consensus algorithm based on intelligent
consensus node selection was proposed to minimize con-
sensus delay while improving the security of data resource
sharing by optimizing the consensus node selection based on
upper confidence bound. The simulation results show that
compared with TS-PBFT and CPBFT, the proposed algo-
rithm respectively decreases the consensus delay by 9.15%
and 17.72%, and respectively reduces the probability of suc-
cessful attack by 54.35% and 82.12%. In the future, we will
considermore detailed node classification standards and data
storage processes to ensure the security of the data resource
sharing for distribution power grid.
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