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SUMMARY The multiple chaos embedded gravitational search algorithm (CGSA-M) is an optimization algorithm that utilizes chaotic graphs and local search methods to find optimal solutions. Despite the enhancements introduced in the CGSA-M algorithm compared to the original GSA, it exhibits a pronounced vulnerability to local optima, impeding its capacity to converge to a globally optimal solution. To alleviate the susceptibility of the algorithm to local optima and achieve a more balanced integration of local and global search strategies, we introduce a novel algorithm derived from CGSA-M, denoted as CGSA-H. The algorithm alters the original population structure by introducing a multi-level information exchange mechanism. This modification aims to mitigate the algorithm’s sensitivity to local optima, consequently enhancing the overall stability of the algorithm. The effectiveness of the proposed CGSA-H algorithm is validated using the IEEE CEC2017 benchmark test set, consisting of 29 functions. The results demonstrate that CGSA-H outperforms other algorithms in terms of its capability to search for global optimal solutions.
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1. Introduction

Inspired by natural and physical phenomena, evolution algorithms are experiencing rapid development. These algorithms prove to be highly effective during the search phase of problem optimization, significantly enhancing their capacity to explore global optimal solutions. They emulate biological behaviors and physical phenomena, which can be translated into efficient search mechanisms. Through multiple generations of continuous iteration and refinement, these algorithms exhibit exceptional search processes, greatly improving the performance in obtaining the best solutions. Evolutionary algorithms have been successfully used in a wide range of applications to solve various optimization problems [1–3].

Currently, the field of optimization has been dominated by two main approaches: traditional mathematical optimization methods and meta-heuristic algorithms [4, 5]. The latter category includes popular algorithms such as the genetic algorithm [6], ladder sphere evolution search algorithm [7], and ant colony optimization [8]. Recently, the focus of many research labs has been on finding efficient solutions to complex optimization problems found in real-world scenarios, such as the dynamic location routing problem [9], wave energy converter position optimization problem [10], and artificial neural model training problem [11]. To tackle these challenging problems, researchers have looked to nature for inspiration, leading to the development of various evolution algorithms [12, 13]. These algorithms draw on the principles and behaviors observed in natural phenomena to inform their approach to solving optimization problems.

Most evolution algorithms typically use a panmictic population structure, where each individual has an equal chance to interact with others [14]. However, in recent years, a distributed population structure has become increasingly popular in parallel computing [15]. This approach employs multiple sub-populations to handle all individuals, with a panmictic approach usually performed within each sub-population. In contrast, a cellular structure only allows individuals to communicate with those in their predefined neighborhood [16, 17]. The hierarchical structure can facilitate information exchange among different sub-populations more frequently, thus improving the overall search efficiency of the algorithm [18–21]. Unlike homogeneous population structures, the small-world [22–24] and scale-free [25] structures consider the population as non-homogeneous networks, where some individuals have a higher probability of interacting with others. These structures aim to accelerate the convergence speed of the search algorithm.

The integration of population structure with meta-heuristic optimization algorithms, incorporating mechanisms such as stratification, distribution, collaboration, and adaptive adjustment, enhances algorithmic performance by achieving a better balance between exploration and exploitation, fostering global search, and maintaining diversity. This approach has demonstrated impressive success when combined with various metaheuristic optimization algorithms, such as DWSA (Distributional Western Chicken Swarm Algorithm) [26] and MLSGSA (Multi-Level Gravitational Search Algorithm) [21]. The results indicate that the population structure mitigates issues related to local optima, significantly improving search capabilities.

The Gravitational Search Algorithm (GSA) [27] is an exceptionally efficient optimization algorithm that has garnered considerable attention in the field [28–34]. In order to enhance its performance and bolster stability, several new iterations of GSA have been proposed, such as [35, 36]. CGSA-M represents a successful approach that integrates multiple chaotic mappings into the GSA framework. The decision to employ diverse chaotic mappings for updates...
is determined through an adaptive approach, aimed at augmenting the search capability across different phases. However, despite these improvements, it still encounters challenges in avoiding local optima, resulting in suboptimal solutions.

However, this strategy of using chaotic mappings to enhance the local search capability of the algorithm, while increasing the search power, also allows for the exploration of the algorithm getting trapped in local optima. In order to overcome the limitations of CGSA-M, we propose a novel memetic gravitational search algorithm with a hierarchical population structure called CGSA-H. Our algorithm introduces, for the first time, the concept of a multi-level population structure. By employing this novel design, we achieve a balance between exploration and exploitation during the search process. The larger subpopulations are well-suited for exploring the global solution space, while the smaller ones excel in the precise search of local solution spaces. This progressive optimization approach, facilitated by the hierarchical design, helps to prevent premature convergence to local optima. Through the utilization of the multi-level population structure, we are able to comprehensively explore the solution space of the problem, thereby enhancing the algorithm’s performance and efficiency when dealing with complex problems. The proposed hierarchical structure allows different sub-populations to exchange information more frequently, which improves the overall search efficiency of CGSA-H.

We test CGSA-H on the IEEE CEC2017 benchmark optimization functions, and our experimental results demonstrate that it significantly outperforms its counterparts in terms of solution quality and convergence speed. Additionally, the search trajectories of CGSA-H on unimodal, multimodal, and mixed search landscapes show well-maintained development and exploration capabilities. This study provides evidence that the incorporation of a multi-level population structure can effectively improve the performance of CGSA-M in solving complex optimization problems.

The main contributions of this study are as follows:

1) To enhance the overall search efficiency of CGSA-M, we introduce a four-level hierarchical population structure. This design is intended to boost the frequency of information exchange among distinct subgroups, ultimately improving the algorithm’s performance.

2) CGSA-H achieves improved accuracy without the need for parameter adjustments, showcasing its inherent capability to enhance algorithm performance.

2. A succinct overview of the conventional Gravitational Search Algorithm (GSA)

The Gravitational Search Algorithm (GSA) is a population-based metaheuristic algorithm inspired by the gravitational law among objects. Within the GSA population, each individual is regarded as an object and is evaluated based on its mass as a measure of performance. The position of an individual corresponds to a solution of the optimization problem under consideration. Altering the position of an individual has the potential to lead to an enhancement in the quality of the solution.

In a formal context, each entity denoted as $X_i = (x_{i1}, ..., x_{iD})$, $(i = 1, 2, 3, ..., N)$ within the system exerts gravitational forces upon other such entities in a D-dimensional exploration domain. Here, the variable $x_{ij}$ signifies the position coordinates of the i-th entity along the D-th dimension. The velocity associated with entity $X_i$ is denoted as $V_i = (v_{i1}, ..., v_{iD})$. During iteration $t$, the mass of every entity, represented as $M_i(t)$, is computed using a fitness-based mapping procedure outlined as follows:

$$M_i(t) = \frac{fit(X_i(t)) - worst(t)}{best(t) - worst(t)}$$

(1)

In this context, the term denoted as $fit(X_i(t))$ represents the fitness evaluation of agent $X_i$, which is determined by the computation of the objective function. For a problem aiming at minimization, we establish the definitions of $best(t)$ and $worst(t)$ as provided below.

$$best(t) = \min_{j=1,2,3,...,N} fit(X_j(t))$$

$$worst(t) = \min_{j=1,2,3,...,N} fit(X_j(t))$$

(2)

The influence on the i-th agent by the j-th agent is described as:

$$F_{ij}^d(t) = G(t) \cdot \frac{M_i(t) \cdot M_j(t)}{R_{ij}(t)} \cdot (x_{ij}^d(t) - x_{jd}^d(t))$$

(3)

where $R_{ij}(t)$ represents the Euclidean distance between the positions of agents $x_i$ and $x_j$ at time $t$, computed as $R_{ij}(t) = \|x_i(t) - x_j(t)\|_2$. The parameter $s$ is a small constant introduced to avoid division by zero in the denominator of Eq. (3). Furthermore, the term $G(t)$ denotes the gravitational constant at time $t$, and it is defined by:

$$G(t) = G_0 \cdot e^{(-\alpha \cdot |t|)}$$

(4)

The initial value of the gravitational constant is represented by $G_0$, while $\alpha$ serves as a shrinking constant, and $t_{max}$ signifies the maximum number of iterations. Regarding the i-th agent, the collective force applied to it results from a summation of forces exerted by neighboring agents, with random weights.

$$F_{i}^d(t) = \sum_{j \in k_{best}, j \neq i} rand_j \cdot F_{ij}^d(t)$$

(5)

where $k_{best}$ denotes the subset containing the initial $K$ agents with the highest fitness and greatest mass, and $rand_j$ signifies a randomly generated number following a uniform distribution within the range [0, 1]. Additionally,

$$K = \left[ \beta + (1 - \frac{t}{t_{max}})(1 - \beta) \right] N$$

(6)

where the initial value of $K$ is set to $N$ and is progressively reduced in a linear manner, under the influence of a constant parameter represented by $\beta$. The symbol $\lfloor \cdot \rfloor$ signifies
the floor function. Adhering to the principles of motion, the acceleration of the \(i\)th agent is determined through the following equation:

\[
a_i^d(t) = \frac{F_i^d(t)}{M_i(t)} \tag{7}
\]

Subsequently, the subsequent velocity of an agent is determined by adding a portion of its current velocity to the calculated acceleration. Consequently, updates to its position and velocity can be performed as outlined below:

\[
v_i^d(t + 1) = rand_i v_i^d(t) + a_i^d(t) \tag{8}
\]

\[
x_i^d(t + 1) = x_i^d(t) + v_i^d(t + 1) \tag{9}
\]

Here, the variable \(rand_i\) represents a random value sampled from the interval \([0, 1]\). It’s essential to emphasize that both \(rand_i\) and \(rand_d\) are generated uniformly distributed random numbers, and they typically exhibit distinct values. Indeed, they serve as means to introduce randomized traits into the search process, contributing to its exploration capabilities.

3. Multiple Chaos Embedded Gravitational Search Algorithm

Chaos characterizes non-linear dynamic systems, displaying bounded dynamic instability, pseudo-randomness, thorough exploration, and aperiodic behavior tied to initial conditions and control parameters [37]. Chaotic systems exhibit random changes, yet over time, they encompass all possible states. This trait is useful for creating a search mechanism to optimize objective functions. However, chaotic optimization excels in smaller search spaces but becomes inefficient for larger ones [38], resulting in lengthy optimization periods. Hence, chaotic search is often integrated into other global optimizers like evolutionary algorithms to enhance their search efficiency [39–49]. Chaotic local search, unlike substituting random values with chaotic sequences for GSA’s control parameters, significantly improves GSA performance [50]. Notably, studies frequently employ chaotic local search for this purpose [40–49]. Consequently, CGSA-M adopts the approach of chaotic local search.

The definition of parallel chaotic local search involving multiple chaotic elements is as follows.

\[
X_i^j(t) = X_{g}(t) + r(t)(U - L)(z_i^j(t) - 0.5) \tag{10}
\]

Here, \(X_i^j\) for \(j = 1, 2, ..., 12\) represents a provisional candidate solution generated through the utilization of parallel chaotic local search, signifying the simultaneous creation of twelve candidate solutions through distinct chaotic maps. Subsequently, the most optimal solution from the twelve candidates is selected for comparison with the current global best solution, denoted as \(X_g(t)\). If an enhancement in fitness is observed, the original solution is substituted; otherwise, it remains unchanged. This updating process can be precisely articulated as follows:

\[
X_g(t+1) = \begin{cases} 
X_{g}^{\text{best}}, & \text{if } \text{fit}(X_{g}^{\text{best}}) \leq \text{fit}(X_g(t)) \\
X_g(t), & \text{otherwise} 
\end{cases} \tag{11}
\]

\[
f_{\text{min}} = j \in \{1, 2, ..., 12\} \ s.t. \ \min_{j=1,2,...,12} \text{fit}(X_j^i(t)) \tag{12}
\]


Due to the presence of multiple chaos factors, CGSA-M tends to excessively emphasize exploration, often leading to the identification of suboptimal solutions in numerous scenarios. To achieve a more effective balance between algorithmic development and exploration, a novel four-layer hierarchical population structure, denoted as CGSA-H, has been introduced upon the foundation of the original CGSA-M algorithm. The incorporation of the most valuable individual layer aims to enhance the algorithm’s convergence speed. Furthermore, the introduction of a historical information storage layer serves to mitigate the potential impact of local optimality resulting from improved developmental capabilities. The descriptions of these layers are provided below, and the main process of the proposed CGSA-H algorithm is outlined in Algorithm 1.

Within the population, the individual possessing the most valuable information is selected and referred to as the pivotal individual. This pivotal individual exerts influence on the individuals within the Dielectric layer, directing them to explore in the vicinity of the pivotal individual. This accelerates the convergence of the algorithm, contributing to the overall performance enhancement. In the most valuable individual layer, we conducted an effective perturbation search based on the results obtained from the Dielectric layer, which significantly enhanced the performance of the algorithm. In the Most Valuable Individuals layer, we utilize \(y_s\) to generate \(y_s\) based on its optimal characteristics. Here, \(y_s\) represents the best individual in the population. The formulation of this process is expressed as follows:

\[
y_s(t) = Y_s(t) + p \cdot (Z_s(t) - Z_{r1}(t)) \cdot \text{rand}(0, 1) \tag{13}
\]

where \(p\) is a constant value. In this study, \(p\) represents a constant value, specifically set to 1. Two individuals, denoted as \(Z_{r1}\) and \(Z_2\) are randomly selected from the original information layer. We illustrate that the algorithm maintains robust performance even when the search step size remains unchanged. In many algorithms, parameter adjustment is a crucial process that can impact the performance and accuracy of the algorithm. However, parameter adjustment can often be a challenging task, particularly for complex algorithms. Therefore, an algorithm that performs well without requiring parameter adjustment is highly desirable. This means that researchers can utilize the algorithm without the need to invest additional time and effort into parameter tuning, enabling them to focus on other essential tasks.

Historical Information Layer: While the inclusion of \(y_s\) expedites perturbation search in the proximity of the Most
Algorithm 1: The pseudo-code of CGSA-H.

**Input:** Objective Function $f(x)$, search space $[L, U]$, and maximum number of function evaluations $FES$;

**Output:** Final optimal entity;

**Initialize:** Randomly generate GSA population $\{X_1, X_2, ..., X_N\}$, $nFES = 0$;

while $nFES < FES$ do

while $i \leq N$ do

- Compute overall force $F_{\text{total}}^i(t)$ according to Eqs. (1) - (6);
- Compute acceleration $a^i(t)$ according to Eq. (7);
- Update velocity according to Eq. (8);
- Update position according to Eq. (9);
- Evaluate the fitness of the current entity;

end

Perform multiple parallel chaotic local searches according to Eqs. (10) and (11);

Implement the chaotic local search approach;

Decrease the chaotic search radius;

Select the current optimal entity $Y^*_i(t)$ based on fitness;

Generate a new entity $y_i$ According to Eq. (13);

Update the optimal entity $Y^*_i(t)$ according to Eq. (14);

Update the historical information layer according to Eq. (15);

end

RETURN the optimal level of fitness.

Valuable Individuals, facilitating faster algorithm convergence, it also introduces the inherent risk of premature convergence to a local optimum. To mitigate this risk, we introduce a historical information layer capable of information exchange with the Most Valuable Individuals layer. This establishment aims to strike a balance between exploitation and exploration within the most valuable individual segment, thus averting premature convergence to a local optimum. Here, $y_i$ represents the best individual in the population, and $y_i'$ denotes a transient individual. $f$ represents the fitness function. In the event that the fitness value of $y_i'$ surpasses that of $y_i$, $y_i'$ supersedes $y_i$; otherwise, $y_i$ is retained and persists into subsequent iterations. The formulation is expressed as follows:

$$y_i(t) = \begin{cases} y_i',(t), & \text{if } f(y_i',(t)) \leq f(y_i(t)) \\ y_i(t), & \text{otherwise} \end{cases} \quad (14)$$

Within the population set $Z$, assuming the individual with the optimal fitness is denoted as $Z_{\text{max}}$. If the fitness of the individual $y_i'$ surpasses that of $Z_{\text{max}}$, then $Z_{\text{max}}$ is replaced by $y_i'$, thereby recording historical information. The formula expressing this process is as follows:

$$Z_{\text{max}}(t) = \begin{cases} y_i',(t), & \text{if } f(y_i',(t)) \leq f(Z_{\text{max}},\theta(t)) \\ Z_{\text{max}}(t), & \text{otherwise} \end{cases} \quad (15)$$

CGSA-H is an enhanced version of CGSA-M designed to address the issues of low search accuracy and susceptibility to falling into local optima by incorporating a multi-level population structure.

As depicted in Fig. 1, CGSA-H constitutes a hierarchical structure comprising four layers. The initial CGSA-M is positioned in the first and second layers, while the top layer of the most valuable individual layer and the historical information layer are situated in the third and fourth layers, respectively. It is evident that there exists a bidirectional information flow between the historical information layer and the top layer of the most valuable individual layer. It is crucial to emphasize that, between the historical information layer and the top layer of the most valuable individual layer, white arrows signify the impact of optimal individual components on the information exchange components. Specifically, if the fitness of $y'_i$ exceeds that of $Z_{\text{max}}$, $y'_i$ is employed to replace $Z_{\text{max}}$. Blue arrows indicate the update of the best individual component in the historical information storage layer.

In CGSA-H, we adjust the population structure based on the existing CGSA-M by adding two layers. The third layer, known as the most valuable individual layer, performs a perturbation search around the optimal solutions found in the second layer, thereby enhancing the performance of the algorithm. The fourth layer, the original information layer, is introduced due to the performance improvement from the most valuable individual layer, which inevitably increases the risk of the algorithm prematurely converging to local optima. To mitigate this risk, we introduce an original information layer capable of exchanging information with the most valuable individual layer.

The multi-level population structure in CGSA-H achieves a superior balance between exploitation and exploration by enabling information exchange between the most valuable individual layer and the original information layer. By facilitating more frequent information exchange among different subpopulations, the algorithm can attain higher search accuracy and avoid premature convergence. Algorithm 1 presents the pseudo-code of CGSA-H.

5. Experiment Results

We test the proposed CGSA-H on a set of benchmark problems from IEEE CEC2017 to validate its performance. The IEEE CEC2017 problem set consists of 29 test problems, including 24 simplex optimization problems and 5 nonlinear optimization problems. Nonlinear optimization problems are those in which the objective function is nonlinear,
meaning it does not have a single peak. These test problems are designed to evaluate the performance of optimization algorithms on different types of optimization problems with different characteristics. It is worth noting that we exclude F2 from testing due to its instability, particularly in high-dimensional problems, and the significant differences in the performance of the same algorithm implemented in MATLAB.

The performance of CGSA-H is compared with several optimization algorithms, including the classical sine cosine algorithm (SCA), multiple chaos embedded gravitational search algorithm (CGSA-M), whale optimization algorithm (WOA), and GSA. We conduct the experiments using a problem dimension of $D = 30/50/100$, a population size of 100, and a maximum number of function computations of $D \times 10^4$ to ensure fair comparisons. The algorithms are run independently 51 times for each benchmark problem. The experiments are conducted on a computer with a 3.00 GHz Intel (R) Core i7-9700 processor, 8.00 GB of memory, and a 64-bit operating system.

In this study, we employ the Wilcoxon rank-sum test, a non-parametric statistical method, to compare the median differences between two independent samples. This test is particularly suitable for sample data that do not follow a normal distribution. We use this test to compare the performance of our proposed algorithm with existing methods on the CEC2017 problem set and 13 practical problems. To quantitatively assess the performance of the algorithms, we record the number of wins/ties/losses ($W/T/L$) on the specified problem set. A “win” indicates the number of problems where our proposed algorithm statistically outperforms
the comparison algorithm, a “tie” denotes the number of problems where there is no significant difference in performance between the two algorithms, and a “loss” refers to the number of problems where the proposed algorithm underperforms compared to the comparison algorithm. This method allows us to determine the relative efficacy of our proposed algorithm against competitive algorithms across multiple performance metrics. The results of the test reveal that our algorithm demonstrates superior performance on most of the problems, as reflected by the number of wins.

This statistical comparison provides a solid foundation for the performance evaluation of our research.

The results of the experiments are summarized in Tables 1, 2, and 3, which demonstrate that the proposed CGSA-H significantly outperforms its peers in terms of solution quality. It is also found to be more suitable for dealing with high-dimensional optimization problems. The convergence diagrams and box-whisker diagrams shown in Figs. 2 and 5 further demonstrate the algorithm’s fast convergence and search capabilities.
In Table 4, we detail the specific content of thirteen real-world scenarios. The results clearly demonstrate that CGA-H exhibits excellent performance in practical applications.

Fig. 3 illustrates the search trajectory graph of CGA-H on F3 and F9. The individual trajectories on the function graph as the number of iterations increases, using the IEEE CEC2017 as the test function set, demonstrate CGA-H's ability to avoid local optima. Images are recorded for 2 and 100 iterations for F3 and F9, respectively.

In Table 4, the populations narrowed the search range and eventually converged to the minimum range in both F3 and F9, indicating CGA-H's strong exploitation potential.

Fig. 4 shows that CGA-H displays significant population diversity during the initial stages of the search process, aiding the algorithm in breaking free from local optima and averting premature convergence. From Fig. 11 and Fig. 19, it can be seen that from the beginning of the iteration, the population diversity decreases rapidly, and in the middle of the iteration, the population diversity maintains a stable value, proving that the algorithm has the ability to explore along with the ability to exploit. From Fig. 25, it can be seen that
population diversity has been high from the beginning to the end of the iteration, thus proving the algorithm’s strong exploration capability.

Fig. 6 illustrates the computational time required for running each algorithm once on 29 problems in the IEEE CEC2017 benchmark. Overall, CGSA-H exhibits a 6.50% reduction in computation time and a 55.17% increase in performance compared to CGSA-M. This validates the effectiveness of our algorithmic enhancements, particularly in higher dimensions, where CGSA-H not only performs better but also requires less computational time in comparison with other GSA variants.

6. Conclusions

To address the issue of CGSA-M falling into local optima, we propose a hierarchical multi-chaotic embedded gravitational search algorithm (CGSA-H). Two additional hierarchical components are added to the original CGSA-M, resulting in a four-layer hierarchical population structure. The most valuable individual layer improves the population’s interaction during the search process and records the optimal value of the main population. Experimental results demonstrate that the proposed hierarchical population structure significantly enhances the accuracy of CGSA-M, and the improved CGSA-H outperforms comparable algorithms in terms of solution quality.

To evaluate the effectiveness of CGSA-H, we compare it with other well-known heuristics. The population diversity plot of CGSA-H indicates that the algorithm possesses exploration ability while maintaining strong exploitation ability, demonstrating the efficacy of our modified scheme. In conclusion, CGSA-H is an algorithm with robust performance improvements. Future work may focus on the following important studies: 1) further improving the performance of the CGSA-H algorithm, 2) applying the population structure scheme to additional MHAs, and 3) conducting performance studies on practical applications, such as training neural networks and solving new energy optimization problems.
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Table 4 Descriptions of 13 real-world problems.

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>P_1</td>
<td>A parameter estimation for frequency adjustment sound waves</td>
</tr>
<tr>
<td>P_2</td>
<td>A Lennard-Jones potential energy problem</td>
</tr>
<tr>
<td>P_3</td>
<td>Two optimization problems for the Tersoff potential function</td>
</tr>
<tr>
<td>P_4</td>
<td>A spread spectrum radar polly phase code design problem</td>
</tr>
<tr>
<td>P_5</td>
<td>An economic dispatch problems</td>
</tr>
<tr>
<td>P_6</td>
<td>A cost optimization problem for transmission network</td>
</tr>
<tr>
<td>P_7</td>
<td>A circular shaped antenna array design problem</td>
</tr>
<tr>
<td>P_9</td>
<td>Five static system economic dispatch problems</td>
</tr>
<tr>
<td>P_11</td>
<td>A hydrothermal term scheduling problems</td>
</tr>
<tr>
<td>P_12</td>
<td>A cost optimization problem for transmission network</td>
</tr>
</tbody>
</table>

Fig. 6 The bar graph illustrates the CPU run times for a single execution in 30, 50, and 100 dimensions of all tested algorithms on the IEEE CEC2017 functions.
Table 5 Experimental results on thirteen real-world problems.

<table>
<thead>
<tr>
<th></th>
<th>CGSA-V</th>
<th>CGSA-M</th>
<th>GSA</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>std</td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td>P1</td>
<td>1.598E+01</td>
<td>1.390E+01</td>
<td>2.538E+01</td>
<td>1.155E+00</td>
</tr>
<tr>
<td>P2</td>
<td>1.487E+01</td>
<td>1.390E+01</td>
<td>2.538E+01</td>
<td>1.155E+00</td>
</tr>
<tr>
<td>P3</td>
<td>1.487E+01</td>
<td>1.390E+01</td>
<td>2.538E+01</td>
<td>1.155E+00</td>
</tr>
<tr>
<td>P4</td>
<td>1.238E+01</td>
<td>1.390E+01</td>
<td>2.538E+01</td>
<td>1.155E+00</td>
</tr>
<tr>
<td>P5</td>
<td>1.238E+01</td>
<td>1.390E+01</td>
<td>2.538E+01</td>
<td>1.155E+00</td>
</tr>
<tr>
<td>P6</td>
<td>1.238E+01</td>
<td>1.390E+01</td>
<td>2.538E+01</td>
<td>1.155E+00</td>
</tr>
<tr>
<td>P7</td>
<td>1.238E+01</td>
<td>1.390E+01</td>
<td>2.538E+01</td>
<td>1.155E+00</td>
</tr>
<tr>
<td>P8</td>
<td>1.238E+01</td>
<td>1.390E+01</td>
<td>2.538E+01</td>
<td>1.155E+00</td>
</tr>
<tr>
<td>P9</td>
<td>1.238E+01</td>
<td>1.390E+01</td>
<td>2.538E+01</td>
<td>1.155E+00</td>
</tr>
<tr>
<td>P10</td>
<td>1.238E+01</td>
<td>1.390E+01</td>
<td>2.538E+01</td>
<td>1.155E+00</td>
</tr>
<tr>
<td>P11</td>
<td>1.238E+01</td>
<td>1.390E+01</td>
<td>2.538E+01</td>
<td>1.155E+00</td>
</tr>
<tr>
<td>P12</td>
<td>1.238E+01</td>
<td>1.390E+01</td>
<td>2.538E+01</td>
<td>1.155E+00</td>
</tr>
<tr>
<td>P13</td>
<td>1.238E+01</td>
<td>1.390E+01</td>
<td>2.538E+01</td>
<td>1.155E+00</td>
</tr>
</tbody>
</table>
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