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PAPER
Multiple-Insertion-Correcting Non-Binary Quantum Codes and
Decoding Algorithm

Ken NAKAMURA†a), Nonmember and Takayuki NOZAKI† ,††b), Senior Member

SUMMARY This paper investigates non-binary quantum codes correct-
ing multiple insertion errors. This paper provides an insertion-correcting
procedure of the deletion-correcting non-binary codes constructed by Mat-
sumoto and Hagiwara. By giving the procedure, we present multiple-
insertion-correcting non-binary quantum codes.
key words: Decoding Algorithm, Insertion Error, Non-Binary Codes,
Quantum Codes

1. Introduction

Insertion and deletion errors have been introduced as a quan-
tum synchronization error model in a quantum communica-
tion channel [1]. In classical coding theory, Levenshtein [2]
proved that any classical code correcting 𝑡 deletion errors
can also correct 𝑠 deletion and insertion errors. In other
words, any classical code correcting 𝑡 deletion errors can
also correct 𝑡 insertion errors. Shibayama and Hagiwara
[3] showed that any quantum code correcting single deletion
error can correct single insertion error under the modified
Knill-Laflamme conditions by Shibayama and Ouyang [4].
However, it is an open problemwhether 𝑡-deletion-correcting
quantum codes can correct 𝑡 insertion errors. Similar to the
author of [5], we expect this statement to be true. A study
of an insertion-correcting procedure for deletion-correcting
quantum codes helps to show it.

Nakayama and Hagiwara [6] provided the first single-
deletion-correcting binary quantum code and a decoder.
Hagiwara [7] presented the first single-insertion-correcting
binary quantum code by showing an insertion-correcting
procedure of the single-deletion-correcting code [8]. More-
over, Shibayama and Hagiwara [9] gave multiple-deletion-
correcting binary quantum codes. Matsumoto and Hagiwara
[10] providedmultiple-deletion-correcting non-binary quan-
tum codes. However, multiple-insertion-correcting non-
binary quantum codes have not been given yet.

The aim of our study is to provide multiple-insertion-
correcting non-binary quantum codes. This paper presents
multiple-insertion-correcting non-binary quantum codes by
showing an insertion-correcting procedure of the multiple-
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deletion-correcting non-binary quantum codes [10]. Ad-
ditionally, to show the insertion-correcting procedure, this
paper shows an algorithm to make an index set such that in-
cludes the indices of all inserted symbols and its cardinality
is at most twice the number of insertions.

The rest of the paper is organized as follows. Section 2
introduces the notations used throughout the paper. More-
over, Section 2 gives error models and deletion-correcting
non-binary quantum codes given in [10]. Section 3 pro-
vides an algorithm to make an index set that includes the
indices of all inserted symbols and its cardinality is at most
twice the number of insertions. Section 4 presents a multiple
insertion error correcting algorithm of the multiple-deletion-
correcting non-binary quantum codes [10]. Section 5 con-
cludes the paper.

2. Preliminary

This section gives the notations used throughout the paper.
Moreover, this section introduces error models and deletion-
correcting non-binary quantum codes [10]. To introduce
the codes, we define a monotonically increasing periodic
sequence, which can locate all deletion indices.

2.1 Notations

Let Z, Z+, and C be the sets of all integers, positive integers,
and complex numbers, respectively. For 𝑎, 𝑏 ∈ Z, define
[[𝑎, 𝑏]] := {𝑖 ∈ Z | 𝑎 ≤ 𝑖 ≤ 𝑏}. Moreover, define [[𝑏]] :=
[[0, 𝑏]]. In particular, Z𝑙 = {0, 1, ..., 𝑙 − 1} represents the set
of 𝑙-adic symbols. Let |𝑃 | be the cardinality of a set 𝑃. For
𝑎 ∈ Z and 𝑏 ∈ Z+, 𝑎%𝑏 stands for the remainder when 𝑎
divided by 𝑏.

For 𝒙 = (𝑥𝑖) ∈ Z𝑛
𝑙
and 𝑃 = {𝑝1, 𝑝2, ..., 𝑝𝑡 } ⊆ [[1, 𝑛]]

with 𝑝1 < 𝑝2 < · · · < 𝑝𝑡 , define 𝒙𝑃 := (𝑥𝑝1 , 𝑥𝑝2 , ..., 𝑥𝑝𝑡 ).
To simplify the notation, wewrite a vector 𝒙 = (𝑥1, 𝑥2, ..., 𝑥𝑛)
as a sequence 𝑥1𝑥2...𝑥𝑛. For example, for 𝒙 = 0120 ∈ Z43,
we have 𝒙 [[1,3]] = 012 and 𝒙 {1,4} = 00.

Let H𝑙 be the complex vector space of dimension 𝑙.
For 𝑠 ∈ Z𝑙 , let |𝑠〉 ∈ H𝑙 be a column vector whose only the
(𝑠 + 1)th component is 1 and the other components are 0,
and 〈` | the adjoint of a vector |`〉 ∈ H𝑙 .

Let tr(𝐴) be the trace of a matrix 𝐴. For two matrices
𝐴 = (𝑎𝑖, 𝑗 ) and 𝐵, the tensor product 𝐴 ⊗ 𝐵 is defined as
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𝐴 ⊗ 𝐵 :=
©«
𝑎1,1𝐵 𝑎1,2𝐵 · · · 𝑎1,𝑛𝐵
𝑎2,1𝐵 𝑎2,2𝐵 · · · 𝑎2,𝑛𝐵
...

...
. . .

...

𝑎𝑚,1𝐵 𝑎𝑚,2𝐵 · · · 𝑎𝑚,𝑛𝐵

ª®®®®¬
,

where 𝐴 is an 𝑚 × 𝑛 matrix. In particular, 𝐴⊗𝑛 denotes
𝐴 ⊗ 𝐴 ⊗ · · · ⊗ 𝐴︸               ︷︷               ︸

𝑛 times

. For 𝒙 = (𝑥𝑖) ∈ Z𝑛
𝑙
, define |𝒙〉 := |𝑥1〉 ⊗

|𝑥2〉 ⊗ · · · ⊗ |𝑥𝑛〉. The set of all density matrices of quantum
states represented by 𝑛 𝑙-adic qudits is denoted by 𝑆

(
H ⊗𝑛

𝑙

)
.

When 𝜌 ∈ 𝑆
(
H ⊗𝑛

𝑙

)
is pure, there exists a vector |`〉 ∈ H ⊗𝑛

𝑙

such that 𝜌 = |`〉 〈` |. Then, we denote 𝜌 by |`〉.

2.2 Error Models

For 𝒙 = (𝑥𝑖) ∈ Z𝑛
𝑙
, 𝑡 ∈ Z+, and a set of deletion indices

𝑃 ⊆ [[1, 𝑛]] with |𝑃 | = 𝑡 ≤ 𝑛, define 𝑡 deletion errors 𝐷𝑃 :
Z𝑛
𝑙

→ Z
(𝑛−𝑡)
𝑙

at 𝑃 as 𝐷𝑃 (𝒙) = 𝒙 [[1,𝑛]]\𝑃 . For example,
𝐷 {2} (0120) = 020. For 𝒙 ∈ Z𝑛

𝑙
, 𝑡 ∈ Z+, and a set of

insertion indices 𝑃 ⊂ [[1, 𝑛+𝑡]] with |𝑃 | = 𝑡, define the set of
sequences inserting 𝑡 symbols at position 𝑃 to 𝒙 by 𝐵𝑃 (𝒙),
i.e., 𝐵𝑃 (𝒙) := {𝒚 ∈ Z(𝑛+𝑡)

𝑙
| 𝐷𝑃 (𝒚) = 𝒙}. For example,

if 𝑙 = 3, 𝐵{4} (0120) = {01200, 01210, 01220}. Then, 𝑡
insertion errors at 𝑃 is a change from 𝒙 to 𝒛 ∈ 𝐵𝑃 (𝒙).

In the erasure channel, some transmitted symbols can
become the erasure symbol ?. For example, when the trans-
mitted sequence is 012012, the received sequence can be-
come 0?201?. Now, we are able to regard erasures as the
errors whose indices are known to the receiver. Hence, we
also regard the erasuremodel as themodel where the receiver
gets the received sequence 𝐷𝑃 (𝒙) with deletion errors and
knows the indices 𝑃 of the deletions.

For 𝜌 =
∑

𝒙,𝒚∈Z𝑛
𝑙
𝑐𝒙,𝒚 |𝒙〉 〈𝒚 | ∈ 𝑆

(
H ⊗𝑛

𝑙

)
and 𝑝 ∈

[[1, 𝑛]], the partial trace Tr𝑝 : 𝑆
(
H ⊗𝑛

𝑙

)
→ 𝑆

(
H ⊗(𝑛−1)

𝑙

)
is

defined as

Tr𝑝 (𝜌) =
∑︁

𝒙=(𝑥𝑖) ∈Z𝑛𝑙
𝒚=(𝑦𝑖) ∈Z𝑛𝑙

𝑐𝒙,𝒚tr
(��𝑥𝑝〉 〈𝑦𝑝 ��) ��𝐷 {𝑝} (𝒙)

〉 〈
𝐷 {𝑝} (𝒚)

�� .
Then, for 𝜌 ∈ 𝑆

(
H ⊗𝑛

𝑙

)
and a set of deletion indices 𝑃 =

{𝑝1, 𝑝2, ..., 𝑝𝑡 } ⊆ [[1, 𝑛]] with 𝑝1 < 𝑝2 < · · · < 𝑝𝑡 , define 𝑡
deletion errors D𝑃 : 𝑆

(
H ⊗𝑛

𝑙

)
→ 𝑆

(
H ⊗(𝑛−𝑡)

𝑙

)
at 𝑃 as

D𝑃 (𝜌) = Tr𝑝1 ◦ Tr𝑝2 ◦ · · · ◦ Tr𝑝𝑡 (𝜌),

where 𝑓 ◦ 𝑔 is the composition of the maps 𝑓 and 𝑔. In
a similar way to 𝐵𝑃 (𝒙), for 𝜌 ∈ 𝑆

(
H ⊗𝑛

𝑙

)
, 𝑡 ∈ Z+, and

𝑃 ⊂ [[1, 𝑛 + 𝑡]] with |𝑃 | = 𝑡, define

B𝑃 (𝜌) :=
{
𝜎 ∈ 𝑆

(
H ⊗(𝑛+𝑡)

𝑙

)
| D𝑃 (𝜎) = 𝜌

}
.

Then, 𝑡 insertion errors at 𝑃 is a change from 𝜌 to 𝜌′ ∈
B𝑃 (𝜌). If 𝜌 is pure, 𝜌′ ∈ B𝑃 (𝜌) is denoted by the
following.

Theorem 1 (Fact 2.6 of [11]): Consider a quantum state
𝜌 =

∑
𝒙,𝒚∈Z𝑛

𝑙
𝑐𝒙,𝒚 |𝒙〉 〈𝒚 | ∈ 𝑆

(
H ⊗𝑛

𝑙

)
and a permutation 𝜏

on [[1, 𝑛]]. By abuse of notation, we define the index permu-
tation 𝜏(𝜌) ∈ 𝑆

(
H ⊗𝑛

𝑙

)
for 𝜌 by

𝜏(𝜌) :=
∑︁

𝒙=(𝑥𝑖) ∈Z𝑛𝑙
𝒚=(𝑦𝑖) ∈Z𝑛𝑙

𝑐𝒙,𝒚
��𝑥𝜏 (1) · · · 𝑥𝜏 (𝑛) 〉 〈𝑦𝜏 (1) · · · 𝑦𝜏 (𝑛) �� .

In addition, for 𝑡, 𝑛 ∈ Z+ and 𝑃 = {𝑝1, 𝑝2, ..., 𝑝𝑡 } ⊂ [[1, 𝑛+𝑡]]
with 𝑝1 < 𝑝2 < · · · < 𝑝𝑡 , let 𝜏𝑃 be the permutation on
[[1, 𝑛 + 𝑡]] such that 𝜏𝑃 (𝑖) = 𝑝𝑖 for 𝑖 ∈ [[1, 𝑡]] and 𝑗 <

𝑘 ⇒ 𝜏𝑃 ( 𝑗) < 𝜏𝑃 (𝑘) for 𝑗 , 𝑘 ∈ [[𝑡 + 1, 𝑛 + 𝑡]]. Then, if
𝜌 ∈ 𝑆

(
H ⊗𝑛

𝑙

)
is pure, any quantum state 𝜌′ ∈ B𝑃 (𝜌) is

denoted by 𝜌′ = 𝜏𝑃 (𝜎 ⊗ 𝜌) for some 𝜎 ∈ 𝑆
(
H ⊗𝑡

𝑙

)
.

Similar to the classical erasure model, 𝑠 quantum erasures
on 𝑃 is regarded to as an error model where the receiver gets
D𝑃 (𝜌) and knows 𝑃.

2.3 Monotonically Increasing Periodic Sequence [10]

The sequence repeating the symbols from 0 to 𝑡 such as
012 · · · 𝑡012 · · · 𝑡01 · · · is denoted by 𝒎 ∈ Z𝑛(𝑡+1) . More
precisely, 𝒎 = (𝑚𝑖) satisfies 𝑚𝑖 = (𝑖 − 1)%(𝑡 + 1). We call
𝒎 themonotonically increasing periodic sequence onZ𝑛(𝑡+1) .
For example, if 𝑡 = 2 and 𝑛 = 7, 𝒎 = 0120120.

The sequence 𝒎 ∈ Z𝑛(𝑡+1) can locate 𝑡 deletion indices
as the following procedure [10]. For at most 𝑡 deletion errors
𝐷𝑃 , define 𝒚 = (𝑦𝑖) := 𝐷𝑃 (𝒎). Let 𝑘 = min{ 𝑗 | 𝑦 𝑗 ≥
𝑦 𝑗+1}. The set Z(𝑡+1) \ {𝑦1, ..., 𝑦𝑘 } is the set of all the deleted
symbols on 𝒎 [[1,𝑡+1]] . Hence, from Z(𝑡+1) \ {𝑦1, ..., 𝑦𝑘 }, we
get all the deletion indices on [[1, 𝑡+1]]. Repeat the procedure
above from 𝑦𝑘+1 until the rightmost component in 𝒚 and we
get all the deletion indices.

2.4 Deletion-Correcting Non-binary Quantum Codes [10]

This section introduces deletion-correcting non-binary quan-
tum codes 𝑄 ′ given in [10]. Let 𝑄 ⊂ H ⊗𝑛

𝑙
be a 𝑡 erasure-

correcting quantum code. Define the map [𝑖 : H𝑙 → H𝑙 (𝑡+1)
by [𝑖 : | 𝑗〉 ↦→ | 𝑗 (𝑡 + 1) + 𝑖〉. Conversion from |𝜙〉 ∈ 𝑄 to
|𝜓〉 ∈ 𝑄 ′ ⊂ H ⊗𝑛

𝑙 (𝑡+1) is defined as apply [ (𝑖−1)%(𝑡+1) to the 𝑖th
physical system of |𝜙〉 for all 𝑖 ∈ [[1, 𝑛]].

In general, if a message is pure (resp. mixed), the corre-
sponding codeword is also pure (resp. mixed). In this paper,
suppose that both messages and codewords are pure.

Example 1: The Shor code 𝑄𝑆 ⊂ H ⊗9
2 [12] is a 2-erasure-

correcting quantum code. This example gives a 2-deletion-
correcting quantum code𝑄 ′

𝑆
⊂ H ⊗9

6 based on the Shor code.
By the Shor code, a message |`〉 = 𝛼 |0〉 + 𝛽 |1〉 ∈ H ⊗1

2 is
encoded to

|𝜙〉 = 𝛼

(
|000〉 + |111〉

√
2

)⊗3
+ 𝛽

(
|000〉 − |111〉

√
2

)⊗3
∈ 𝑄𝑆 ,

where 𝛼, 𝛽 ∈ C. By applying [ (𝑖−1)%3 to the 𝑖th qudit of |𝜙〉
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for all 𝑖 ∈ [[1, 9]], we get a codeword

|𝜓〉 = 𝛼

(
|012〉 + |345〉

√
2

)⊗3
+ 𝛽

(
|012〉 − |345〉

√
2

)⊗3
∈ 𝑄′

𝑆
.

The following is a 𝑡-deletion-correcting procedure [10]
of 𝑄 ′. Let |`〉 ∈ H ⊗𝑛0

𝑙0
and |𝜓〉 ∈ 𝑄 ′ ⊂ H ⊗𝑛

𝑙 (𝑡+1) be
the message and its corresponding codeword, respectively.
For 𝑛′ ∈ [[𝑛 − 𝑡, 𝑛 − 1]], assume that the receiver receives
𝜌 = D𝑃 (|𝜓〉 〈𝜓 |) ∈ 𝑆

(
H ⊗𝑛′

𝑙 (𝑡+1)
)
and knows the number 𝑛′ of

qudits of 𝜌 without destroying 𝜌. Perform a projective mea-
surement corresponding to {𝑀0, 𝑀1, ..., 𝑀𝑡 } on each qudit
in 𝜌, where

𝑀𝑘 :=
∑︁

𝑗∈[[𝑙−1]]
| 𝑗 (𝑡 + 1) + 𝑘〉 〈 𝑗 (𝑡 + 1) + 𝑘 | (1)

for 𝑘 ∈ Z(𝑡+1) . Let 𝜌′ be the quantum state after the mea-
surement and 𝒚 = (𝑦𝑖) ∈ Z𝑛′(𝑡+1) the sequence such that 𝑦𝑖
is the measured outcome of the 𝑖th qudit of 𝜌. Then, for
𝒎 ∈ Z𝑛(𝑡+1) , 𝒚 = 𝐷𝑃 (𝒎) and 𝜌′ = D𝑃 (|𝜓〉 〈𝜓 |) hold. Since
|𝑃 | = 𝑛 − 𝑛′ ≤ 𝑡, we locate 𝑃 by the locating procedure
in Section 2.3. Hence, since D𝑃 can be regarded to as at
most 𝑡 erasures, we get |`〉 by applying a 𝑡-erasure-correcting
procedure of 𝑄.

3. Algorithm for Finding a Set Containing Insertion
Indices

Now, we will consider an insertion locating procedure for
𝒎 ∈ Z𝑛(𝑡+1) . However, it is difficult to locate insertion indices
𝑃 from a sequence 𝒛 ∈ 𝐵𝑃 (𝒎), because we cannot uniquely
detect the insertion indices. For example, if 𝒎 = 012 and
𝒛 = 0012, since 0012 ∈ 𝐵{1} (012) ∩ 𝐵{2} (012), we cannot
choose 𝑃 = {1} or 𝑃 = {2}. Hence, we give a procedure
that compose a set 𝑃 satisfying

𝑃 ⊆ 𝑃, (2)��𝑃�� ≤ 2|𝑃 |. (3)

By 𝑃, we get 𝒘 = 𝐷
𝑃
(𝒛). Then, 𝒘 satisfies 𝒘 = 𝐷𝑃′ (𝒎 (𝑡) ),

where |𝑃′ | ≤ 𝑡. In words, 𝐷
𝑃
converts 𝑡 insertion errors

for 𝒎 to at most 𝑡 deletion errors for 𝒎. For example, for
𝒎 = 012 and 𝒛 = 0012, if we can set 𝑃 = {1, 2}, 𝐷

𝑃
changes

from 0012 to 12 = 𝐷 {1} (012).

3.1 Procedure and Example

The following definition gives notations used in this section.

Definition 1: For 𝒙 = (𝑥𝑖) ∈ Z𝑛
𝑙
, let 𝐽𝑠 (𝒙) be the set of

indices of a symbol 𝑠 ∈ Z𝑙 , i.e., 𝐽𝑠 (𝒙) := {𝑖 ∈ [[1, 𝑛]] | 𝑥𝑖 =
𝑠}. Then, we define 𝑁 (𝒙 |𝑠) := |𝐽𝑠 (𝒙) | and denote the 𝑖th
smallest element of 𝐽𝑠 (𝒙) by 𝐽𝑠 (𝒙 |𝑖). For convergence, we
define 𝐽𝑠 (𝒙 |0) := 0 and 𝐽𝑠 (𝒙 |𝑁 (𝒙 |𝑠) + 1) := 𝑛 + 1.

Example 2: Suppose 𝒙 = 02120102012 ∈ Z113 . We get
𝐽1 (𝒙) = {3, 6, 10} and 𝑁 (𝒙 |1) = 3. Moreover, we have

𝐽1 (𝒙 |0) = 0, 𝐽1 (𝒙 |1) = 3, 𝐽1 (𝒙 |2) = 6,
𝐽1 (𝒙 |3) = 10, 𝐽1 (𝒙 |4) = 12.

Then, for 𝑃 ⊂ [[1, 𝑛 + 𝑡 ′]] with |𝑃 | = 𝑡 ′ ≤ 𝑡, the following
procedure derives 𝑃 satisfying Eqs. (2) and (3).

Procedure 1:
Input: 𝒎 ∈ Z𝑛(𝑡+1) , 𝒛 = (𝑧𝑖) ∈ 𝐵𝑃 (𝒎)
Output: 𝑃 ⊂ [[1, 𝑛 + 𝑡 ′]]
1. Select a marker 𝑎 satisfying

𝑁 (𝒛 |𝑎) =
⌈𝑛 − 𝑎

𝑡 + 1

⌉
, (4)

where d𝑥e is the smallest integer greater than or equal
to a real number 𝑥. Define 𝑒 := d(𝑛 − 𝑎)/(𝑡 + 1)e.

2. For 𝑖 ∈ [[𝑒]], define

𝑆𝒎 (𝑖) := [[𝐽𝑎 (𝒎, 𝑖) + 1, 𝐽𝑎 (𝒎, 𝑖 + 1) − 1]],
𝑆𝒛 (𝑖) := [[𝐽𝑎 (𝒛, 𝑖) + 1, 𝐽𝑎 (𝒛, 𝑖 + 1) − 1]] .

Then, for 𝑖 ∈ [[𝑒]], set

𝑇𝑖 = {𝑠 ∈ Z(𝑡+1) | 𝑁 (𝒎𝑆𝒎 (𝑖) |𝑠) < 𝑁 (𝒛𝑆𝒛 (𝑖) |𝑠)}.

3. Get 𝑃 as follows:

𝑃 =
⋃
𝑖∈[[𝑒]]

{ 𝑗 ∈ 𝑆𝒛 (𝑖) | 𝑧 𝑗 ∈ 𝑇𝑖} (5)

Example 3: Assume that 𝒎 = 012012012 ∈ Z93 and 𝒛 =

02120102012 ∈ 𝐵{2,7} (𝒎). Then, 𝑡 ′ = 2.
1. By the following calculation, select 𝑎 = 1:

𝑁 (𝒛 |0) = 4, 𝑁 (𝒛 |1) = 3, 𝑁 (𝒛 |2) = 4,⌈
𝑛 − 0
𝑡 + 1

⌉
= 3,

⌈
𝑛 − 1
𝑡 + 1

⌉
= 3,

⌈
𝑛 − 2
𝑡 + 1

⌉
= 3.

2. Note that 𝑒 = 3. Since

𝑆𝒎 (0) = [[1, 1]], 𝑆𝒛 (0) = [[1, 2]],
𝑆𝒎 (1) = [[3, 4]], 𝑆𝒛 (1) = [[4, 5]],
𝑆𝒎 (2) = [[6, 7]], 𝑆𝒛 (2) = [[7, 9]],
𝑆𝒎 (3) = [[9, 9]], 𝑆𝒛 (3) = [[11, 11]],

we get

𝒎𝑆𝒎 (0) = 0, 𝒛𝑆𝒛 (0) = 02,
𝒎𝑆𝒎 (1) = 20, 𝒛𝑆𝒛 (1) = 20,
𝒎𝑆𝒎 (2) = 20, 𝒛𝑆𝒛 (2) = 020,
𝒎𝑆𝒎 (3) = 2, 𝒛𝑆𝒛 (3) = 2.

Hence, we have 𝑇0 = {2}, 𝑇1 = ∅, 𝑇2 = {0}, and 𝑇3 = ∅.
3. From the above, we get

{ 𝑗 ∈ 𝑆𝒛 (0) | 𝑧 𝑗 ∈ 𝑇0} = {2},
{ 𝑗 ∈ 𝑆𝒛 (1) | 𝑧 𝑗 ∈ 𝑇1} = ∅,
{ 𝑗 ∈ 𝑆𝒛 (2) | 𝑧 𝑗 ∈ 𝑇2} = {7, 9},



4
IEICE TRANS. FUNDAMENTALS, VOL.Exx–??, NO.xx XXXX 200x

{ 𝑗 ∈ 𝑆𝒛 (3) | 𝑧 𝑗 ∈ 𝑇1} = ∅.

Hence, get 𝑃 = {2} ∪ ∅ ∪ {7, 9} ∪ ∅ = {2, 7, 9}.
Recall 𝑃 = {2, 7}. Here, 𝑃 ⊆ 𝑃 and

��𝑃�� ≤ 2|𝑃 | holds.
Hence, 𝑃 satisfies Eqs. (2) and (3).

3.2 Justification

Theorem 2: The set 𝑃 of Procedure 1 satisfies Eqs. (2) and
(3).

proof: Define 𝑈 := {𝑧𝑖 | 𝑖 ∈ 𝑃}. In words, 𝑈 is the
set of symbols inserted to 𝒎. We have 𝑡 ≥ |𝑃 | ≥ |𝑈 |.
Hence, Z(𝑡+1) \𝑈 ≠ ∅ holds. Then, 𝑎 ∈ Z(𝑡+1) \𝑈 satisfies
𝑁 (𝒛 |𝑎) = 𝑁 (𝒎 |𝑎). Since 𝑁 (𝒎 |𝑎) = d(𝑛 − 𝑎)/(𝑡 + 1)e, step
1 finds 𝑎 ∈ Z(𝑡+1) \𝑈. For all 𝑗 ∈ 𝑃∩𝑆𝒛 (𝑖), 𝑁 (𝒎𝑆𝒎 (𝑖) |𝑧 𝑗 ) <
𝑁 (𝒛𝑆𝒛 (𝑖) |𝑧 𝑗 ) holds. Hence, 𝑇𝑖 = {𝑧 𝑗 | 𝑗 ∈ 𝑃 ∩ 𝑆𝒛 (𝑖)}. In
words, 𝑇𝑖 is the set of symbols inserted to 𝒎𝑆𝒎 (𝑖) . Because
𝑃 ∩ 𝑆𝒛 (𝑖) ⊆ { 𝑗 ∈ 𝑆𝒛 (𝑖) | 𝑧 𝑗 ∈ 𝑇𝑖} and Eq. (5), we get⋃

𝑖∈[[𝑒]]
(𝑃 ∩ 𝑆𝒛 (𝑖)) ⊆

⋃
𝑖∈[[𝑒]]

{ 𝑗 ∈ 𝑆𝒛 (𝑖) | 𝑧 𝑗 ∈ 𝑇𝑖} = 𝑃. (6)

Note that
⋃

𝑖∈[[𝑒]] 𝑆𝒛 (𝑖) = [[1, 𝑛+𝑡 ′]]\{ 𝑗 ∈ [[1, 𝑛+𝑡 ′]] | 𝑧 𝑗 = 𝑎}
and { 𝑗 ∈ [[1, 𝑛 + 𝑡 ′]] | 𝑧 𝑗 = 𝑎} ∩ 𝑃 = ∅. Hence, we have⋃

𝑖∈[[𝑒]]
(𝑃 ∩ 𝑆𝒛 (𝑖)) = 𝑃 ∩

⋃
𝑖∈[[𝑒]]

𝑆𝒛 (𝑖) = 𝑃. (7)

Combining Eqs. (6) and (7), we obtain Eq. (2).
We denote the set of indices of symbols inserted to

𝒎𝑆𝒎 (𝑖) by 𝑅𝑖 , i.e., 𝒎𝑆𝒎 (𝑖) = 𝐷𝑅𝑖
(𝒛𝑆𝒛 (𝑖) ). In addition, since

𝒎 = 012...𝑡012...𝑡01..., the number of a symbol 𝑠 of 𝑆𝒎 (𝑖)
between 𝑖th marker and (𝑖 + 1)th marker is at most 1, i.e.,
1 ≥ 𝑁 (𝒎𝑆𝒎 (𝑖) |𝑠). From the above, we get

1 ≥ 𝑁 (𝒎𝑆𝒎 (𝑖) |𝑠) = 𝑁 (𝐷𝑅𝑖
(𝒛𝑆𝒛 (𝑖) ) |𝑠) = 𝑁 (𝒛𝑆𝒛 (𝑖)\𝑅𝑖

|𝑠)
= |{ 𝑗 ∈ 𝑆𝒛 (𝑖) \ 𝑅𝑖 | 𝒛 𝑗 = 𝑠}|

for any 𝑠 ∈ Z(𝑡+1) . Hence,

|𝑇𝑖 | =
∑︁
𝑠∈𝑇𝑖
1 ≥

∑︁
𝑠∈𝑇𝑖

|{ 𝑗 ∈ 𝑆𝒛 (𝑖) \ 𝑅𝑖 | 𝒛 𝑗 = 𝑠}|

=

�����⋃
𝑠∈𝑇𝑖

{ 𝑗 ∈ 𝑆𝒛 (𝑖) \ 𝑅𝑖 | 𝒛 𝑗 = 𝑠}
�����

=
��{ 𝑗 ∈ 𝑆𝒛 (𝑖) \ 𝑅𝑖 | 𝒛 𝑗 ∈ 𝑇𝑖}

��
= |{ 𝑗 ∈ 𝑆𝒛 (𝑖) | 𝒛 𝑗 ∈ 𝑇𝑖} \ 𝑅𝑖 | (8)

From the definition of 𝑇𝑖 and 𝑅𝑖 , |𝑅𝑖 | ≤ |𝑇𝑖 | holds. Hence,
Eq. (8) yields

2|𝑅𝑖 | ≥ |𝑅𝑖 | + |𝑇𝑖 | ≥ |𝑅𝑖 | + |{ 𝑗 ∈ 𝑆𝒛 (𝑖) | 𝒛 𝑗 ∈ 𝑇𝑖} \ 𝑅𝑖 |
= |{ 𝑗 ∈ 𝑆𝒛 (𝑖) | 𝒛 𝑗 ∈ 𝑇𝑖} ∪ 𝑅𝑖 |
≥ |{ 𝑗 ∈ 𝑆𝒛 (𝑖) | 𝒛 𝑗 ∈ 𝑇𝑖}|

for any 𝑖 ∈ [[𝑒]]. The family {𝑆𝒛 (𝑖)}𝑖∈[[𝑒]] is pairwise dis-
joint, i.e., 𝑆𝒛 (𝑖1) ∩ 𝑆𝒛 (𝑖2) = ∅ for distinct 𝑖1, 𝑖2 ∈ [[𝑒]].

Moreover, since 𝑅𝑖 ⊆ 𝑆𝒛 (𝑖), {𝑅𝑖}𝑖∈[[𝑒]] is also pairwise dis-
joint. Similarly, since { 𝑗 ∈ 𝑆𝒛 (𝑖) | 𝒛 𝑗 ∈ 𝑇𝑖} ⊆ 𝑆𝒛 (𝑖),
{{ 𝑗 ∈ 𝑆𝒛 (𝑖) | 𝒛 𝑗 ∈ 𝑇𝑖}}𝑖∈[[𝑒]] is also pairwise disjoint. Recall
that 𝑅𝑖 is the set of the indices of symbols inserted to 𝒎𝑆𝒎 (𝑖) ,
i.e.,

⋃
𝑖∈[[𝑒]] 𝑅𝑖 = 𝑃. Therefore, we obtain

��𝑃�� = ����� ⋃
𝑖∈[[𝑒]]

{ 𝑗 ∈ 𝑆𝒛 (𝑖) | 𝑧 𝑗 ∈ 𝑇𝑖}
�����

=
∑︁
𝑖∈[[𝑒]]

|{ 𝑗 ∈ 𝑆𝒛 (𝑖) | 𝑧 𝑗 ∈ 𝑇𝑖}|

≤
∑︁
𝑖∈[[𝑒]]

2|𝑅𝑖 | = 2

����� ⋃
𝑖∈[[𝑒]]

𝑅𝑖

����� = 2|𝑃 |.

Thus, we get Eq. (3). �

4. Insertion-Correcting Procedure

This section provides 𝑡-insertion-correcting procedure (Pro-
cedure 2) of the 𝑡-deletion-correcting quantum code𝑄 ′ [10].
This implies that𝑄 ′ is a 𝑡-insertion-correcting quantumcode.
Moreover, this section gives an example and justification.

4.1 Procedure and Example

For a pure codeword |𝜓〉 ∈ 𝑄 ′ ⊂ H ⊗𝑛
𝑙 (𝑡+1) and 𝑃 ⊂ [[1, 𝑛+ 𝑡 ′]]

with |𝑃 | = 𝑡 ′ ≤ 𝑡, suppose that the receiver receives 𝜌 ∈
B𝑃 ( |𝜓〉 〈𝜓 |) and knows the number 𝑡 ′ of insertions without
destroying 𝜌. Let 𝑀𝑘 be the matrix given by Eq. (1), i.e.,
𝑀𝑘 =

∑
𝑗∈[[𝑙−1]] | 𝑗 (𝑡 + 1) + 𝑘〉 〈 𝑗 (𝑡 + 1) + 𝑘 | for 𝑘 ∈ Z(𝑡+1) .

Let |`〉 ∈ H ⊗𝑛0
𝑙0
be the message that becomes |𝜓〉 ∈ 𝑄 ′ by

encoding.

Procedure 2:
Input: 𝜌 ∈ B𝑃 (|𝜓〉 〈𝜓 |)
Output: message |`〉 ∈ H ⊗𝑛0

𝑙0

1. Perform a projective measurement corresponding to
{𝑀0, 𝑀1, ..., 𝑀𝑡 } on each qudit in 𝜌. Let 𝜌′ be the quan-
tum state after the measurement, and 𝒛 = (𝑧𝑖) ∈ Z(𝑛+𝑡

′)
(𝑡+1)

the sequence such that 𝑧𝑖 is the measured outcome of
the 𝑖th qudit of 𝜌.

2. Get 𝑃 from 𝒛 by Procedure 1.
3. Make D

𝑃
(𝜌′).

4. By applying the 𝑡-deletion-correcting procedure (Sect.
2.4) of 𝑄 ′ to D

𝑃
(𝜌′), output |`〉.

Example 4: Let 𝑄 ′
𝑆
be a 2-quantum deletion-correcting

quantum code based on the Shor code in Example 1. Assume
that 𝜌 ∈ B{2,7} ( |𝜓〉 〈𝜓 |) for |𝜓〉 ∈ 𝑄 ′

𝑆
.

1. Perform a projective measurement corresponding to
{𝑃0, 𝑃1, 𝑃2} on each qudit in 𝜌, where

𝑃0 = |0〉 〈0| + |3〉 〈3| , 𝑃1 = |1〉 〈1| + |4〉 〈4| ,
𝑃2 = |2〉 〈2| + |5〉 〈5| .

Then, we have 𝒛 = 0𝑧21201𝑧72012. The symbols 𝑧2 and
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𝑧7 are the outcomes of inserted qudits. In this example,
assume that 𝒛 = 02120102012.

2. Get 𝑃 = {2, 7, 9} by Procedure 1 (See Example 3).
3. We make D{2,7,9} (𝜌′).
4. From Lemma 1, which is given in the next section, 𝜌′ ∈

B{2,7} (|𝜓〉 〈𝜓 |) holds. Hence, since D{2,7,9} (𝜌′) =

D{7} ( |𝜓〉 〈𝜓 |), we can get the message by applying a
2-deletion-correcting procedure of 𝑄 ′

𝑆
to D{2,7,9} (𝜌′).

4.2 Justification

This section proves that we can get the message by applying
Procedure 2 to the received quantum state. To show it, we
give the following lemma.

Lemma 1: Consider 𝒛 and 𝜌′ in Step 1 of Procedure 2.
Then, for 𝒎 ∈ Z𝑛(𝑡+1) , 𝑃 ⊂ [[1, 𝑛 + 𝑡 ′]] with |𝑃 | = 𝑡 ′, and
|𝜓〉 ∈ 𝑄 ′, 𝒛 ∈ 𝐵𝑃 (𝒎) and 𝜌′ ∈ B𝑃 ( |𝜓〉 〈𝜓 |) hold.
proof: Define 𝐴𝑘 := { 𝑗 (𝑡 + 1) + 𝑘 | 𝑗 ∈ [[𝑙 − 1]]} for 𝑘 ∈
Z(𝑡+1) . In addition, fromEq. (1), we get𝑀𝑘 =

∑
ℎ∈𝐴𝑘

|ℎ〉 〈ℎ|.
Recall since |𝜓〉 is pure, 𝜌 is represented by 𝜏𝑃 (𝜎 ⊗ |𝜓〉 〈𝜓 |)
with 𝜎 ∈ 𝑆

(
H ⊗𝑡′

𝑙 (𝑡+1)
)
from Theorem 1. We denote

|𝜓〉 〈𝜓 | =
∑︁

𝒙,𝒚∈Z𝑛
𝑙 (𝑡+1)

𝑐𝒙,𝒚 |𝒙〉 〈𝒚 | ∈ 𝑄 ′.

Then, from the construction (Sect. 2.4) of 𝑄 ′, if 𝑐𝒙,𝒚 ≠ 0,
𝒙 = (𝑥𝑖), 𝒚 = (𝑦𝑖) ∈ Z𝑛𝑙 (𝑡+1) satisfy 𝑥𝑖 , 𝑦𝑖 ∈ 𝐴(𝑖−1)%(𝑡+1) for
all 𝑖 ∈ [[1, 𝑛]]. From the above, the outcome of the projective
measurement on the 𝑖th qudit in |𝜓〉 〈𝜓 | is (𝑖−1)%(𝑡+1) with
probability 1, and the quantum state does not change by the
measurement. Assume that 𝜎 ∈ 𝑆

(
H ⊗𝑡′

𝑙 (𝑡+1)
)
is represented

by ∑︁
𝒙=(𝑥𝑖) ∈Z𝑡

′
𝑙 (𝑡+1)

𝒚=(𝑦𝑖) ∈Z𝑡
′
𝑙 (𝑡+1)

𝑐′𝒙,𝒚 |𝒙〉 〈𝒚 | .

Then, the outcome of the projective measurement on the 𝑖th
qudit in𝜎 is 𝑧 ∈ Z(𝑡+1) with probability

∑
𝒙∈Z𝑛

𝑙 (𝑡+1) :𝑥𝑖 ∈𝐴𝑧
𝑐𝒙,𝒙 ,

and the quantum state changes to another quantum state
by the measurement. From the above, the outcomes of
the inserted qudits are one of Z(𝑡+1) , and the outcomes of
the other qudits are repeated from 0 to 𝑡 in order, such as
01 · · · 𝑡01 · · · 𝑡0 · · · . Hence, for 𝒎 ∈ Z𝑛(𝑡+1) , 𝒎 = 𝐷𝑃 (𝒛)
holds. Similarly, |𝜓〉 〈𝜓 | = D𝑃 (𝜌′) holds. Therefore, 𝒛 and
𝜌′ satisfy 𝒛 ∈ 𝐵𝑃 (𝒎) and 𝜌′ ∈ B𝑃 ( |𝜓〉 〈𝜓 |). �

Theorem 3: For a message |`〉 and its corresponding code-
word |𝜓〉 ∈ 𝑄 ′ ⊂ H ⊗𝑛

𝑙 (𝑡+1) , the quantum state obtained by
applying Procedure 2 to 𝜌 ∈ B𝑃 ( |𝜓〉 〈𝜓 |) is |`〉 if |𝑃 | ≤ 𝑡.

proof: The sequence 𝒛 and the quantum state 𝜌′ given
in Step 1 satisfy 𝒛 ∈ 𝐵𝑃 (𝒎) and 𝜌′ ∈ B𝑃 ( |𝜓〉 〈𝜓 |) from
Lemma 1. Since the set 𝑃 given in Step 2 satisfies Eqs. (2)
and (3), there exists the set 𝑃′ ⊂ [[1, 𝑛]] such that D

𝑃
(𝜌′) =

D𝑃′ ( |𝜓〉 〈𝜓 |) and |𝑃′ | =
��𝑃\𝑃��. Hence, in Step 3, 𝜌′ changes

to D
𝑃
(𝜌′) = D𝑃′ ( |𝜓〉 〈𝜓 |). Since |𝑃′ | =

��𝑃 \ 𝑃
�� ≤ 𝑡, we

have |`〉 by applying the 𝑡-deletion-correcting procedure of
𝑄 ′ toD𝑃′ ( |𝜓〉 〈𝜓 |), i.e., in step 4, we get |`〉. Therefore, we
obtain |`〉 by applying Procedure 2 to 𝜌 ∈ B𝑃 ( |𝜓〉 〈𝜓 |). �

Theorem 3 states that Procedure 2 is a 𝑡-insetion-
correcting procedure of 𝑄 ′.

5. Conclusions

This paper provided an insertion-correcting procedure of the
codes constructed by Matsumoto and Hagiwara. By giving
the procedure, we presented multiple-insertion-correcting
non-binary quantum codes.

Acknowledgment

This work was supported by JSPSKAKENHIGrant Number
22K11905. The author also would like to thank the anony-
mous reviewers for their careful reading and their insightful
comments and suggestions.

References

[1] J. Leahy, D. Touchette, and P. Yao, “Quantum insertion-deletion
channels,” arXiv preprint arXiv:1901.00984, 2019.

[2] V. Levenshtein, “Binary codes capable of correcting deletions, inser-
tions, and reversals,” Soviet physics doklady, vol.10, no.8, pp.707–
710, 1966.

[3] T. Shibayama and M. Hagiwara, “Equivalence of quantum single
insertion and single deletion error-correctabilities, and construction
of codes and decoders,” 2022 IEEE International Symposium on
Information Theory (ISIT), pp.2957–2962, 2022.

[4] T. Shibayama and Y. Ouyang, “The equivalence between correctabil-
ity of deletions and insertions of separable states in quantum codes,”
2021 IEEE Information Theory Workshop (ITW), pp.1–6, IEEE,
2021.

[5] M. Hagiwara, “Introduction to quantum error-correcting codes from
the shortest length examples,” preprint.

[6] A. Nakayama and M. Hagiwara, “The first quantum error-correcting
code for single deletion errors,” IEICE Communications Express,
vol.9, no.4, pp.100–104, 2020.

[7] M. Hagiwara, “The four qubits deletion code is the first quan-
tum insertion code,” IEICE Communications Express, vol.10, no.5,
pp.243–247, 2021.

[8] M.Hagiwara andA.Nakayama, “A four-qubits code that is a quantum
deletion error-correcting code with the optimal length,” 2020 IEEE
International Symposium on Information Theory (ISIT), pp.1870–
1874, IEEE, 2020.

[9] T. Shibayama and M. Hagiwara, “Permutation-invariant quantum
codes for deletion errors,” 2021 IEEE International Symposium on
Information Theory (ISIT), pp.1493–1498, IEEE, 2021.

[10] R.Matsumoto andM. Hagiwara, “Constructions of 𝑙-adic 𝑡-deletion-
correcting quantum codes,” IEICE Transactions on Fundamentals of
Electronics, Communications and Computer Sciences, vol.105, no.3,
pp.571–575, 2022.

[11] T. Shibayama, Construction conditions of quantum error-correcting
codes for various types of insertion/deletion errors, Ph.D. thesis,
Chiba University, 2022.

[12] P.W. Shor, “Scheme for reducing decoherence in quantum computer
memory,” Physical review A, vol.52, no.4, pp.R2493–R2496, 1995.



6
IEICE TRANS. FUNDAMENTALS, VOL.Exx–??, NO.xx XXXX 200x

Ken NAKAMURA received B.S. degree
from Yamaguchi University in 2023. Since
April 2023, he has been currently pursuing the
M.S. degree in Department of Informatics, Ya-
maguchi University. His research interests is
insertion/deletion correcting quantum codes.

Takayuki Nozaki received B.E., M.E., and
D.E. degrees fromTokyo Institute of Technology
in 2008, 2010, and 2012, respectively. He is
currently an associate professor at Yamaguchi
University. His research interests include error
correcting codes and coding theory. He received
the Best Paper Award from the IEICE of Japan
in 2018. He is a member of IEEE, ACM, AMS,
and IPSJ.

Powered by TCPDF (www.tcpdf.org)

http://www.tcpdf.org

