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SUMMARY In this paper, we propose a noise-robust scream detection
method with the aim of expanding the scream detection system, a sound-
based security system. The proposed method uses enhanced screams using
Wave-U-Net, which was effective as a noise reduction method for noisy
screams. However, the enhanced screams showed different frequency com-
ponents from clean screams and erroneously emphasized frequency compo-
nents similar to scream in noise. Therefore, Wave-U-Net was applied even
in the process of training Gaussian mixture models, which are discrimina-
tors. We conducted detection experiments using the proposed method in
various noise environments and determined that the false acceptance rate
was reduced by an average of 2.1% or more compared with the conventional
method.
key words: scream detection, scream enhancement, Wave-U-Net

1. Introduction

Security cameras have been installed in various places to
prevent and deter crimes. However, installation locations
are limited due to privacy or brightness requirements. To
address these disadvantages, security systems that use sound
have been proposed. Scream detection systems can detect
abnormal conditions immediately, so it is highly effective
in preventing and deterring crimes [1]–[6]. In addition,
the recorded screams may be used as evidence in trials and
investigations [7].

In this paper, we define a scream as a sound made by a
woman to express fear. The reason is that women are gen-
erally less self-protective than men and are more likely to
scream. The scream detection system has the advantage of
being usable anywhere, but it can be affected by noise and
may not fully serve its purpose. In addition, if the recorded
screams are degraded by noise, they lose their validity as
evidence. Therefore, in order to preserve the evidential
value, we conducted comparative experiments on noise re-
duction methods for noisy screams. The results verified that
Wave-U-Net reduces the most noise compared with the other
methods, e.g. Speech Enhancement Generative Adversarial
Network [8]. However, we also found that Wave-U-Net em-
phasizes noise components similar to screams, which lowers
its accuracy [9].
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Audio surveillance systems such as sound event de-
tection have been studied, but few studies have specialized
in scream detection systems. Mel-frequency cepstral co-
efficients (MFCCs), band-limited spectral entropy [2], and
Combo-SAD, which integrates time domain features and fre-
quency domain features [3], have been proposed as features
of scream detection. The Gaussian mixed model (GMM)
and support vector machine (SVM) are widely used clas-
sifiers, and a method of tuning SVM parameters according
to signal-to-noise ratio (SNR) and the context of input audio
samples has also been proposed [4]. Moreover, several meth-
ods using deep learning have also been proposed [5]–[6]. In
this paper, we investigate whether it is possible to improve
the accuracy of scream detection by using enhanced screams
with Wave-U-Net. Therefore, we use MFCCs and GMMs,
which are widely used in conventional scream detection, as
the features and classifiers. The use of deep learning for
both scream enhancement and scream detection increases
computational costs and is not discussed in this paper.

Section 2 explains Wave-U-Net and the enhanced
screams. The framework for scream detection using Wave-
U-Net is described in Sect. 3, and the evaluation results are
presented in Sect. 4. Finally, the key points are summarized
in Sect. 5.

2. Wave-U-Net for Scream Enhancement

2.1 Wave-U-Net [10]

The Wave-U-Net architecture is a one-dimensional version
of the general u-net that can directly handle time domain
signals. Wave-U-Net is used for separatingmusic and vocals.
We have also found that it is highly effective for separating
screams and noise [9].

Figure 1 shows the architecture of Wave-U-Net. It con-
tains L downsampling blocks, which each consist of a one-
dimensional convolution and decimation layer, one bottom
convolution layer, and L upsampling blocks, which each
consists of a one-dimensional convolution and interpolation
layer. The input signals are noisy screams and the output
signals are the clean screams and noise.

The downsampling blocks extract a number of higher-
level features while reducing the time resolution. These
features are concatenated with local high-resolution features
calculated from the same level upsampling blocks. The
results are concatenated into multi-scale features for pre-
diction. The decimation layer in each downsampling block
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Fig. 1 Wave-U-Net architecture.

operates with half the time resolution of the previous block.
The one-dimensional convolution layer in a downsampling
block has F ∗ l filters of size fd , where l denotes the order
of the downsampling blocks.

Each upsampling block executes double upsampling
in the time direction, followed by concatenating features
from the same-scale downsampling blocks and then one-
dimensional convolution. Bilinear interpolation is used in
each interpolation layer. The one-dimensional convolution
layer in an upsampling block has F ∗ l filters of size fu .

Each convolution layer in these blocks is followed by
leaky rectified linear unit activation with α = 0.3, and tanh
is used in the last convolution layer of the network.

2.2 Enhanced Scream with Wave-U-Net

Figure 2 shows the spectrograms of a clean scream, noisy
scream, and enhanced scream with Wave-U-Net. In these
spectrograms, the screaming section is between 0.25 s and
1.25 s. Wave-U-Net succeeded in largely removing noise
and leaving the harmonic components. However, in the non-
screaming section (0 to 0.1 s and 1.3 to 1.5 s) in Fig. 2(c),
the same frequency component as the scream was enhanced.
In addition, the spectrograms of the clean scream and the
emphasized scream are different in the screaming section.
Therefore, if the output fromWave-U-Net is used for scream
detection, mis-detection may frequently occur in the non-
screaming section.

3. Noise-Robust Scream Detection

3.1 Scream Detection Framework Using Wave-U-Net

The proposed screamdetection framework is shown in Fig. 3.
The highlight of this framework is that Wave-U-Net is also

Fig. 2 Spectrograms of different screams.

Fig. 3 Framework of scream detection using Wave-U-Net.

applied in the parameter estimation process to solve the prob-
lems described in Sect. 2.2. In the feature extraction step of
Fig. 3, theMFCCs described in the next section are extracted.

Here, we describe the parameter estimation process in
Fig. 3(a). V S

t and V N
t are the MFCCs of the scream and

the noise, respectively, and t is the frame number. In the
parameter estimation step, the MFCCs are modeled using
GMMs (λS and λN).

In the detection process shown in Fig. 3(b), V in
t is de-

rived from the input signal, and the log likelihoods for the
respective GMMs are calculated: (LLS

t and LLN
t ).

LLS
t = log p(V in

t |λ
S) (1)

LLN
t = log p(V in

t |λ
N) (2)
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When the difference (LLS
t - LLN

t ) exceeds the threshold (T h),
the input signal is judged to be a scream. The optimal value
of T h depends on how many undetected screams and mis-
detected noise can be tolerated. If the environment in which
this system is used can be predicted, it is desirable to deter-
mine T h experimentally from the environmental noise and
the screams used for training. On the other hand, if it cannot
be predicted, it is necessary to determine T h experimentally
from the noise and screams used for training.

3.2 Mel-Frequency Cepstral Coefficients

Because the fundamental frequency and the log-energy,
which are prosodic features, significantly deteriorate due to
noise, MFCCs are used as phonemic features instead of the
prosodic features.

MFCCs, which are cepstral coefficients that take hu-
man hearing characteristics into account, are used as feature
vectors representing the vocal tract. They are also widely
used in speech recognition, speaker recognition, and other
related tasks. The l th MFCC (Ct [l]) is calculated using the
following equations.

Ct [l] =

√
1
M

M−1∑
m=0

log
(
Xmel
t [m]

)
cos

(
(2m + 1)πl

M

)
(3)

Xmel
t [m] =

K−1∑
k=0

Bm,k |Xt [k]|2 (4)

The Bm,k is the mel-filterbank matrix used in the ETSI stan-
dard front-end [11], m and k are the filter bank number and
frequency bin, respectively, Xt [k] is a spectrum, and M is the
number of filter banks. The value of l is taken as 1 ≤ l ≤ 12.

4. Experiments

4.1 Set-Up

We used the screams from 40 people in the scream database
described in [2]. The total number of screams was 705, for
a total duration of 1400 s. The screams were divided into
two sets of 20 people each, one for training Wave-U-Net and
the scream GMM, and the other for testing. The number of
screams was 438 for training and 267 for testing. The data
were downsampled to 16 kHz because it has been shown that
the main component of screams exists below 8 kHz [2].

Six types of noise data (‘station’, ‘factory’, ‘intersec-
tion’, ‘train’, ‘computer room’, ‘air conditioner’) were se-
lected from the Japan Electronic Industry Development As-
sociation (JEIDA) noise database [12]. To compare the per-
formance of known and unknown noises, ‘station’, ‘factory’,
and ‘intersection’ were designated as the known noise set,
and ‘train’, ‘computer room’, and ‘air conditioner’ were des-
ignated as the unknown noise set. The known noise set was
used for trainingWave-U-Net and the noise GMM. The num-
ber of noise frames was 454,240 for training and 451,842 for
testing. Noisy screams for testing were superimposed on the

Table 1 Analysis conditions.

scream of the testing set with SNR = 0 dB.
Wave-U-Net models were trained on randomly sam-

pled audio excerpts using the Adam optimizer (learning
rate=0.0001, decay rates β1=0.9, and β2=0.999) with a batch
size of 16. Following a previous study [10], our network
layer size was 12, and we set F = 24 extra filters for each
layer with downsampling block filters of size fd = 15 and
upsampling block filters of size fu = 5.

Feature extraction was performedwith the analysis con-
ditions listed in Table 1, and the number of mixtures in the
GMMs was fixed at 32. We determined the initial values
of all GMMs by the k-means method. In the conventional
method, we did not emphasize screams using Wave-U-Net.
The proposed and conventional methods were evaluated with
the performance measure F ARmin.

FAR[%]=
Num. of misdetected noise frames
Number of evaluated noise frames

×100 (5)

FRR[%]=
(
1−

Number of detected screams
Number of evaluated screams

)
×100 (6)

FARmin = min FAR, subject to FRR = 0 (7)

Here, FAR and FRR represent False Acceptance Rate and
False Rejection Rate, respectively. Considering the purpose
of the scream detection system, it is necessary to detect all
screams. Therefore, FARmin was used for evaluation. The
experiments compare the following four methods.

• Method 1: Do not apply Wave-U-Net to parameter es-
timation or detection (conventional method).

• Method 2: Apply Wave-U-Net to detection, but not to
parameter estimation.

• Method 3: Apply Wave-U-Net to the detection and
parameter estimation of the scream GMM, but not to
the parameter estimation of the noise GMM.

• Method 4: Apply Wave-U-Net to parameter estimation
and detection (proposed method).

4.2 Results and Discussions

The experimental results are shown in Table 2. Compared
with Method 1, which is the conventional method, Method 2
detected screams more accurately, indicating that the em-
phasized scream is effective for detection. Next, between
Method 2 and Method 3, Method 3 was slightly more accu-
rate. From this, it can be said that Wave-U-Net should be
applied even when estimating the parameters of the scream
GMMbecause the frequency characteristics of clean screams
and enhanced screams are different. Finally, Method 4, the
proposed method, was the most effective in most noisy en-
vironments, with an average improvement of about 2.1%
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Table 2 Experimental results [%].

compared with the conventional method. Thus, in scream
detection using Wave-U-Net, the optimal detection can be
obtained by applying Wave-U-Net even when estimating the
parameters of GMMs.

When GMMs are used as discriminators, the detection
performance depends on its initial values and discrimination
threshold (T h). In particular, T h should be determined care-
fully as it depends on usage conditions. Although the compu-
tational cost increases, it is necessary to consider threshold-
independent discriminators using deep learning in the future.

5. Conclusion

In this paper, we proposed a noise-robust scream detection
method using enhanced screams with Wave-U-Net. The
enhanced screams show different frequency characteristics
from those of clean screams because the harmonic compo-
nents deteriorate. Therefore, Wave-U-Net was purposely
applied to the clean screams to train the scream GMM. The
results of the scream detection experiments showed that the
FARmin could be reduced by 2.1%comparedwith the conven-
tional method. In the future, we aim to simplify the network
structure of Wave-U-Net and develop mobile applications.
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