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SUMMARY Images with rich color information are an important source of information that people obtain from the objective world. Occasionally, it is difficult for people with red-green color vision deficiencies to obtain color information from color images. We propose a method of color correction for dichromats based on the physiological characteristics of dichromats, considering hue information. First, the hue loss of color pairs under normal color vision was defined, an objective function was constructed on its basis, and the resultant image was obtained by minimizing it. Finally, the effectiveness of the proposed method is verified through comparison tests.

Red-green color vision deficient people fail to distinguish between partial red and green colors. When the red and green connecting lines are parallel to the $a^*$ axis of CIE $L^*a^*b^*$, red and green perception defectives cannot distinguish the color pair, but can distinguish the color pair parallel to the $b^*$ axis. Therefore, when two colors are parallel to the $a^*$ axis, their color correction yields good results. When color correction is performed on a color, the hue loss between the two colors under normal color vision is supplemented with $b^*$ so that red-green color vision-deficient individuals can distinguish the color difference between the color pairs. The magnitude of the correction is greatest when the connecting lines of the color pairs are parallel to the $a^*$ axis, and no color correction is applied when the connecting lines are parallel to the $b^*$ axis. The objective evaluation results show that the method achieves a higher score, indicating that the proposed method can maintain the naturalness of the image while reducing confusing colors.
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1. Introduction

With the continuous development of society and the wide popularity of smart devices, digital media technology has been evolving. Multimedia content is mostly used to deliver information, such as pictures, videos, and colorful charts, on smartphones, computers, and other smart devices that flood our work and daily lives. Humans acquire and receive information from the objective world through their sense organs (i.e., ears, eyes, mouth, nose, and hands) by listening, seeing, tasting, smelling, and making contact. Among the information received from the outside world, those from vision constitute the vast majority and largely affect people’s cognitive, emotional, and subconscious activities.

Images, with rich color information, are an important source of information that people obtain from the objective world. The eyes can perceive differences in light when they see different colors. The anterior segment of the eye includes crystals that focus images onto the retina, which are covered with special nerve cells, including optic rods and cone cells. Optic rod cells perceive low light, dark vision, and vision without color, whereas optic cone cells perceive bright light, bright vision, and vision with color. Thus, optic cone cells are responsible for color vision and contain three types of optic pigment. According to the absorption spectrum, the stimuli for the three types of pigment cells, which are sensitive to red, green, and blue light, are mixed to form color vision. The three optic cone cells, L-, M-, and S-opic cone cells, are sensitive to long-, medium-, and short-wavelength visible light, respectively. Optic rod cells contain only one opchochrome, which is extremely sensitive to blue-green light with a peak at 500 nm [1]. When the optic cone and rod cells work simultaneously, the eye can recognize a wide range of colors.

The average person has three types of visual cone cells, each of which recognizes a color – green, red, or blue – hence the term “trichromats”. Each type of optical cell undergoes a different chain reaction at different light wavelengths, resulting in vision. These three types of vision cells, when activated, send information to the nerve center. The brain collects combined signals and produces color vision. The verbal description of the color being sought and the formation of pigments in the optic cones depends on genes. When genes are mutated, some or all color vision is lost or altered. In the absence of optic pigments in the optic cones, the eye cannot distinguish colors; this condition is known as color vision deficiency or acrithochromy. There are three types of acrithochromy: protanopia, deuteranopia, and trianopia. A protanopia lacks sensitivity to long wavelengths of light, and the affected cone cells have difficulty distinguishing greens and reds of the spectrum. Deuteranopia is affected in the same spectral range as protanopia. Those with deuteranopia lacked visual cone cells sensitive to intermediate wavelengths, making the difference more pronounced. Proptanopia and deuteranopia, referred to as red-green color blindness, affect similar groups of people. Tritanopia is rare and suggests a lack of cone cells sensitive to short-wave light. In some people, the cells of the optic cones do not contain any pigment, and the eye cannot recognize any color; this condition is known as monochromatism. Monochromatism is a very rare and severe form of color vision disorder.

A person with normal color vision can see over a million shades and tints, while a person with protanopia and deuteranopia can only see about 10%. For people with color vision deficiencies, colors can sometimes seem muted and
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confusing, and some colors can be difficult to distinguish. The detection rate of color acritochromacy among Chinese people is about 3.14%, of which the rate of male and female color blindness is 4.71% ± 0.074% and 0.67% ± 0.036%, respectively; the frequency of color blindness gene carriers is 8.98%. The rate of color acritochromacy in Japan is about 4% - 5% for males and 0.5% for females; in Europe and the United States, it is about 8% for males and 0.4% for females. With the progress of society and the development of science and technology, the division of labor in various professions has become increasingly sophisticated, and the requirements for color discrimination in some professions have also increased. However, at present, many people are unaware of this problem and cannot judge whether they have color vision abnormalities. Therefore, acritochromacy screening is medically essential. There are various screening tools for color vision, such as the Nagel color vision screening goggles and the FM-100 hue test. Each disk is covered with dots of various colors and sizes, some of which are numbered in color components that are easily confused by people with color vision impairment. The dots that form the numbers or shapes are easily recognizable to people with normal color vision and are invisible or difficult to see for people with color vision disorders. Since its inception, the Ishihara acritochromacy test has been widely used for its applicability and high accuracy.

In recent years, many researchers have proposed different color vision models based on the three-channel vision model to simulate color perception in dichromatopia [2], [3]. Brettel [4] and Viénot [5] proposed simulation models of protanopia and deuteranopia that constructed a color perception plane of dichromatopia in the LMS space and quantified the range of color information visible to dichromatopia. Martin [6] proposed a model of color blindness and normal visual system, elaborating on the reasons for the abnormalities in color perception by comparing the differences in the ability to perceive color between normal and dichromats. Machado et al. [7] proposed a physiological-based model to simulate color perception by shifting the spectral distribution curves of the L or M cone cells, depending on the degree of curve shift that simulates color perception in people with different degrees of color vision abnormalities. These models differed in approach but achieved similar results.

This study used the color acritochromacy simulation model proposed by Viénot [5] for red-green color vision deficiency simulation and proposed a color correction method for dichromats that considers hue information. For protanopia and deuteranopia, the loss of color information arises mainly on the a*-axis, while little information is lost in the b*-axis, based on the above characteristics. In this study, when the vector pairs are parallel to the a*-axis of CIE L*a*b* [8], the two colors are color-corrected, and the hue loss between the two colors under normal color vision is supplemented to b*. The correction is greatest when the connecting lines of the color pairs are parallel to the a*-axis, whereas no color correction is applied when the connecting lines are parallel to the b*-axis. Color correction can help find a balance between image contrast enhancement and naturalness maintenance, increasing the level of color perception in red-green color vision deficient individuals while maintaining the naturalness of the image amongst trichromats. In this paper, when the color of the output image is closer to that of the input image (with a smaller average color difference), it is said that the naturalness of the output image is better.

The remainder of the paper is organized as follows: Section 2 describes related work on color vision detection. Section 3 discusses the proposed method, while Section 4 verifies the validity of the proposed method. Finally, Section 5 concludes the paper.

2. Related Work

Humans have the ability of color perception and can perceive the frequency of light reflected from the surface of an object. However, color vision deficiency is common, and the problem, while not usually fatal, can cause inconvenience to a large portion of the population. Color vision defects are caused by two main reasons: natural genetic factors and nerve or brain damage. Since most cases are genetically determined, they need to be genetically altered in their treatment. Currently, there is no method of gene therapy in China, and treatment can only alleviate the inconvenience of people with color vision defects from the perspective of color blindness correction. With the emergence of modern digital display devices, digital image processing techniques for recoloring images or color correction to compensate for color vision deficiencies has attracted much attention.

Several recoloring algorithms are used in web, software, and mobile applications [9], [10]. Most methods begin by changing the image hue to the correct color [11]–[15]. Huang et al. [16]–[18] proposed a method to transfer the information about defects to a normal position, reduce the difference between the color-corrected image and the original image by introducing an error function, and transfer the information on the defective axes a* to the b* axis by rotating the operation, thereby reducing the loss of image content. In subsequent research, they proposed an improved recoloring algorithm that sets the key colors of the image and measures the contrast between the two key colors by calculating the Kullback-Leibler dispersion and interpolating the colors according to the corresponding mapping to ensure the smoothness of the local colors in the recolored image. Kuhn et al. [19] proposed a mass-spring system, thereby enhancing the color contrast range of red and green defects by setting the mass of each particle on the spring according to the original color and perceived difference to ensure the naturalness of the original color. However, this method cannot effectively enhance images that span almost the entire chromatic plane. In 2015, Milic et al. [20] proposed a color correction method based on confusion lines, which defines the remapping range of the center color and avoids creating new confusing colors for the center color. However, it cannot effectively avoid creating new confusing colors for those
other than the center color. Takimoto et al. [21] proposed a saturation-based color correction method, which converts a color image into a grayscale map, preprocesses the grayscale image, and finally, color modifies the set of pixels with similar colors to achieve color correction. In 2016, Tennenholtz et al. [22] proposed a similarity-based natural contrast enhancement technique, where the similarity difference between different regions of the image is measured based on the variance difference between the pixels in the original and simulated images to identify confusing regions and change only some regions to enhance the color contrast. Hassan et al. [23] proposed a correction method that maintains the naturalness of red-green color vision deficient individuals. The advantage of this method is that it maintains the color of the confusing color-corrected regions at the same hue as the original color. In addition, the recolored image has the same luminance as the original image. In 2019, Hassan [24] extended the previous work by proposing a flexible color contrast enhancement method targeting red-green deficiencies by setting a dynamic threshold. A contrast parameter was also introduced for exaggerating the blue stimulus of the recolored image, but it was more inefficient than the previous method in terms of naturalness. Zhu et al. [25] proposed a novel adaptive reimagining algorithm that performs image coloring by minimizing an objective function constrained by contrast enhancement and naturalness preservation.

In addition to changing the hue of an image, image luminance can also be changed for color correction purposes. In 2010, Tanaka et al. [26] proposed an effective luminance modification method, which is an optimization problem defined by the color differences in the input image with respect to the luminance component. Later Suetake et al. [27] performed luminance modification around the contours of objects by considering the luminance modification of the Craik-O’ Brien effect. However, the amount of luminance modification was insufficient for difficult to distinguish parts, and there is room for improvement. In 2016, Bao et al. [28] improved this method, using the a*-component instead of the X-component, and the weight portion of the luminance alteration was redefined to achieve color blindness correction. In 2019, Meng [29],[30] proposed a luminance correction method based on the minimization problem, which modifies the luminance value of the output image by considering the color difference of the input image to preserve its visual details and output images with natural colors.

3. Proposed Method

In this study, we focused on common types of color blindness: red and green. The method described by Viénot [5] was used to simulate color blindness. In this method, N and K denote normal trichromats and dichromats, respectively. Red and green blindness are abbreviated as P and D, respectively.

The method used in this study transfers color information from defective to normal functional cones using the CIE L*a*b* color space as the working domain. In red-green color vision defects, a strong correlation exists between the original color of the image and the luminance L* and b* axis information of the simulated color of the color vision defect perception. In contrast, there is a weak correlation with the a* axis information to reduce information loss on the a* axis. The b* component of the image is moderately altered so that the information of the a* is reflected onto the b* axis in the CIE L*a*b* color space. In this paper, the method only modifies the input image’s b* values, and the L* and a* values remain unchanged.

3.1 Objective Function

This method uses the CIE L*a*b* color space as the working domain, and the objective function is defined as

$$E(f) = \sum_{i=1}^{n} \sum_{j=1}^{n} \left( (f_i - f_j) - \delta_{ij} \right)^2. \tag{1}$$

Among them,

$$\delta_{ij} = \Delta b^{ij} + \alpha \cos \left( \Phi (\tilde{C}_{ij}, \tilde{v}_\theta) \right), \tag{2}$$

$$\Delta a^{ij} = \left( \Delta a^{ij}_1, \Delta a^{ij}_2, \Delta a^{ij}_3 \right), \tag{3}$$

$$\tilde{v}_\theta = (\cos \theta, \sin \theta), \tag{4}$$

$$\Delta b^{ij}_1 = b^{i}_1 - b^{j}_1, \tag{5}$$

$$\Delta b^{ij}_2 + b^{i}_2 - b^{j}_2. \tag{6}$$

where vector $f = (f_1, f_2, \ldots, f_n)$ represents the output image, $n$ is the number of pixels in the input image, $f_i$ is the b* component value of the i-th pixel in input image, and $f_j$ is the b* component value of the j-th pixel in output image. $a^*$ represents the component from green to red, and $b^*$ represents the component from blue to yellow; $a^*_i$ and $b^*_i$ respectively represent the $a^*$ and $b^*$ components of i in the input image, $\tilde{C}_{ij}$ is a vector in the a*b* plane; $\tilde{v}_\theta$ is the unit vector in the a*b* plane, $\theta$ is the angle, and it is set to 0° in this study. $\Phi (\tilde{C}_{ij}, \tilde{v}_\theta)$ is the angle between vectors $\tilde{C}_{ij}$ and $\tilde{v}_\theta$ in a*b* space. $\alpha$ is a parameter that takes on a real number.

In the proposed method, the main goal is to maintain color pair differences while making the color-corrected resultant image as natural as possible. As shown in Fig. 1, the difference in the a* axis is large, and the difference in the b* component between pixel i and pixel j in input image is small. Protanopia and deuteranopia mainly lose information on the a* axis, which leads to the inability of red-green color-blind individuals to distinguish color pairs. In this study, a panning operation is performed on the a*b* chromatic plane to convert these colors into new colors. i’ and j’ are the pixel points after the panning operation on i and j, respectively. At this time, the distance of this color pair on the b* axis is increased, thus improving the color discrimination ability of people with chromatic deficiencies. $\alpha \cos \left( \Phi (\tilde{C}_{ij}, \tilde{v}_\theta) \right)$ is the correction amount, as shown in Fig. 2. Since red-green
4.1 Parameter Setting

The parameter in the proposed method is used to control the color vision abnormalities to distinguish the corrected color pairs \((i', j')\).

3.2 Minimization of the Objective Function

The resulting image was obtained by optimizing the objective function as follows:

\[
\hat{f} = \arg \min_{f_j \in \mathbb{R}} E(f),
\]

where \(\hat{f}\) is the output image and \(\mathbb{R}\) is the set of real numbers. We minimize the objective function, that is, choose a value that can optimally change the \(b^*\)-component value of the color image and obtain the optimal output image.

The solution to the minimization problem of formulas (1) - (6) is obtained by the conjugate gradient method. Solving optimization problems is equivalent to solving the following simultaneous equations:

\[
A_{(n)} x = b.
\]

Among them,

\[
A_{(n)} = nI_{(n)} - J_{(n)},
\]

\[
x = (f_1, f_2, \ldots, f_n)^T,
\]

\[
b = \left(\sum_{j=1}^{n} \delta_{1j}, \sum_{j=1}^{n} \delta_{2j}, \ldots, \sum_{j=1}^{n} \delta_{nj}\right)^T.
\]

Among them, \(I_{(n)}\) and \(J_{(n)}\) are two matrices, which are \(n \times n\) identity matrices and \(n \times n\) matrices with all elements being 1, respectively. Through Eq. 9 and Eq. 11, the relationship between \(A\) and \(b\) can be obtained as follows:

\[
A_{(n)}^2 = nA_{(n)}
\]

\[
A_{(n)} b = nb.
\]

According to the relationship between Eq. 12 and Eq. 13, use the conjugate gradient method to obtain an analytical solution.

Our workspace is the CIE \(L^*a^*b^*\) color space; however, it is irregularly shaped, making it necessary to correct the color gamut before outputting the resultant image to ensure that the output colors are within the color gamut. We used the method of Tanaka et al. [31] to define the pixel values quadratically, which considers the limitations of the color range of the target color space and the differences in the images among different color models to achieve color gamut correction.

4. Experimental Methods

The experimental images used in this paper are shown in Fig. 3 for a total of six images, comprising artificial and natural images.

4.1 Parameter Setting

The parameter in the proposed method is used to control the
were used for comparison. The corresponding parameter settings for the different methods are listed in Table 1. Hassan and Paramesaran [23] has no parameters, so it is not listed in this table.

This study used the evaluation metrics proposed by Tanaka [26]. The effectiveness of the resultant images was evaluated using four quantitative metrics: contrast $V_K$, average color difference $e_{L^*a^*b^*}$, average lightness difference $e_L^*$, and average saturation difference $e_{a^*b^*}$. Four quantitative metrics are defined as follows:

$$ e_{L^*a^*b^*} = \frac{1}{n} \sum_{i=1}^{n} \Delta E_i, \quad (14) $$

$$ \Delta E_i = \sqrt{(L^*_i - L^{in}_i)^2 + (a^*_i - a^{in}_i)^2 + (b^*_i - b^{in}_i)^2}, \quad (15) $$

$$ e_{L^*} = \frac{1}{n} \sum_{i=1}^{n} |L^*_i - L^{in}_i|, \quad (16) $$

$$ e_{a^*b^*} = \frac{1}{n} \sum_{i=1}^{n} \sqrt{(a^*_i - a^{in}_i)^2 + (b^*_i - b^{in}_i)^2}. \quad (17) $$

In Eq.14, $\Delta E_i$ is the color difference between the input image and the output image at the $i$th pixel. In Eq.15, $L^*_i$ and $L^{in}_i$ represents the lightness component in the output image and the input image, respectively.

$V_K$ is a quantitative evaluation index of contrast based on the visual characteristics of the human eye, that is, the degree of improvement in the ability to discriminate confusing colors under K-type color vision, which is divided into P- and D-type color vision.

$$ V_K (\lambda) = \frac{S^\text{out}_K (\lambda)}{S^\text{in}_K (\lambda)}, \quad (18) $$

$$ S^\text{out}_K (\lambda) = \frac{1}{N_{K,\lambda}} \sum_{(i,j) \in \mathcal{G}_{K,\lambda}} \left| \Delta E^\text{out}_{K,ij} - \Delta E^\text{in}_{K,ij} \right|, \quad (19) $$

$$ S^\text{in}_K (\lambda) = \frac{1}{N_{K,\lambda}} \sum_{(i,j) \in \mathcal{G}_{K,\lambda}} \left| \Delta E^\text{in}_{K,ij} - \Delta E^\text{in}_{K,ij} \right|. \quad (20) $$

Among them, $N$ represents the number of pixels under K-type color perception. $S_K (\lambda)$ is the average difference of the contrasts between colors (pixel pairs) whose contrast ratios are less than or equal to $1$ for K-type color vision and standard color vision. Thus, the contrast of colors for K-type color vision becomes similar to that for standard color vision when $S_K$ is close to 0.

When $V_K$ is close to 0, it represents that the confusion color is minimized, i.e., the color contrast of the resultant image is similar to that of the original image; when $V_K = 1$, the color contrast of the resultant image is not the same as that of the original image; when $V_K > 1$, the color contrast of the resultant image is worse than that of the relative input image, indicating possible loss of color information of the
Fig. 4 Differences $\alpha$ result image for Chart 97. (a) Original images and corresponding simulated images, (b) $\alpha = 10$, (c) $\alpha = 20$, (d) $\alpha = 30$, (e) $\alpha = 40$, (f) $\alpha = 50$, (g) $\alpha = 60$.

Table 1  Parameter setting of each method.

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameter setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Milic et al.’s method [20]</td>
<td>$\alpha = 0.5$, $\beta = 0.5$</td>
</tr>
<tr>
<td>Takimoto et al.’s method [21]</td>
<td>$k = 5$, $p_i - a_i = 5^\circ$, $b_i - p_i = 5^\circ$</td>
</tr>
<tr>
<td>Tennenholtz et al’s method [22]</td>
<td>$\lambda = 1$, $m = n = (40%$ of input image width)</td>
</tr>
<tr>
<td>Hassan et al.’s method [24]</td>
<td>$\beta = 4$</td>
</tr>
<tr>
<td>Meng et al.’s method [29], [30]</td>
<td>$\rho = 10$, $\alpha = 15$, $\lambda_{L^<em>} = 3$, $\lambda_{a^</em>} = 15$, $\lambda_{b^*} = 7$, $e = 0.1$</td>
</tr>
</tbody>
</table>

resultant image.

The $V_K$ values at different methods are shown in Fig. 5 and 6. $\lambda$ is set from 0.1 to 1, which is used to weigh the maintenance of the color contrast of the original image and the improvement of the K-type chromatic contrast. When $\lambda$ is small, the color correction range only considers the part of the color that is very similar. The range of the considered colors is expanded when $\lambda$ is increased, and there will be some colors that can be distinguished by the K-type color vision changes; therefore, $V_K$ increased with increasing $\lambda$. The method proposed in this paper has the smallest average value for any $\lambda$, which proves the validity of our method. For the average value of $V_K$ for P-type color vision, the lowest value exists for our method; for the average value of $V_K$ for each method for D-type color vision, although our method does not consider targeting different color senses when performing color correction, the performance of our method is optimal for both color deficiency. Thus, our proposed method can better improve confusing colors and increase discrimination.

The average color difference $e_{L^*a^*b^*}$ is the evaluation index of the degree of color change using the CIE DE2000 color difference formula. In this paper, when the color of the output image is closer to that of the input image (with a smaller average color difference), it is said that the naturalness of the output image is better. The average saturation difference $e_{a^*b^*}$ was used to measure the degree of the color change of the resultant image compared to the original image. The smaller the value, the less the method changes the color information, that is, it can better maintain the characteristic information of the original image. The average lightness difference $e_{L^*}$ refers to the degree of lightness and darkness of the image, which reflects the magnitude of lightness change in the resultant image.

Tables 2 to 4 show the $e_{L^*a^*b^*}$, $e_{a^*b^*}$ and $e_{L^*}$ values, respectively. All three evaluation metrics are used as dis-
### Table 2

$e_{L^*a^*b^*}$ values of various methods under K-type color vision.

<table>
<thead>
<tr>
<th>Image</th>
<th>Milic</th>
<th>Takimoto</th>
<th>Tennenholtz</th>
<th>Hassan2017</th>
<th>Hassan2019</th>
<th>Meng</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chart 5</td>
<td>15.02</td>
<td>11.64</td>
<td>12.39</td>
<td>11.87</td>
<td>29.51</td>
<td>2.45</td>
<td>8.72</td>
</tr>
<tr>
<td>Chart 6</td>
<td>5.56</td>
<td>4.42</td>
<td>6.18</td>
<td>3.96</td>
<td>10.89</td>
<td>6.93</td>
<td>7.97</td>
</tr>
<tr>
<td>Chart 97</td>
<td>7.98</td>
<td>7.63</td>
<td>9.05</td>
<td>5.58</td>
<td>16.11</td>
<td>3.37</td>
<td>9.60</td>
</tr>
<tr>
<td>Flower</td>
<td>24.34</td>
<td>16.49</td>
<td>21.73</td>
<td>18.85</td>
<td>44.75</td>
<td>5.82</td>
<td>14.64</td>
</tr>
<tr>
<td>Line</td>
<td>15.21</td>
<td>12.58</td>
<td>18.14</td>
<td>13.38</td>
<td>33.69</td>
<td>3.91</td>
<td>8.36</td>
</tr>
<tr>
<td>Nanten</td>
<td>23.33</td>
<td>17.81</td>
<td>8.98</td>
<td>21.67</td>
<td>47.20</td>
<td>8.61</td>
<td>15.46</td>
</tr>
<tr>
<td>Average</td>
<td>15.24</td>
<td>11.76</td>
<td>12.75</td>
<td>12.55</td>
<td>30.36</td>
<td>5.18</td>
<td>10.79</td>
</tr>
</tbody>
</table>

### Table 3

$e_{a^*b^*}$ values of various methods under K-type color vision.

<table>
<thead>
<tr>
<th>Image</th>
<th>Milic</th>
<th>Takimoto</th>
<th>Tennenholtz</th>
<th>Hassan2017</th>
<th>Hassan2019</th>
<th>Meng</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chart 5</td>
<td>14.77</td>
<td>10.74</td>
<td>10.86</td>
<td>11.73</td>
<td>29.37</td>
<td>0.40</td>
<td>8.69</td>
</tr>
<tr>
<td>Chart 6</td>
<td>5.39</td>
<td>3.85</td>
<td>2.92</td>
<td>3.81</td>
<td>10.75</td>
<td>4.16</td>
<td>7.91</td>
</tr>
<tr>
<td>Chart 97</td>
<td>7.80</td>
<td>7.11</td>
<td>4.27</td>
<td>5.45</td>
<td>15.97</td>
<td>2.15</td>
<td>9.57</td>
</tr>
<tr>
<td>Flower</td>
<td>22.96</td>
<td>18.90</td>
<td>32.35</td>
<td>24.09</td>
<td>50.84</td>
<td>5.82</td>
<td>14.64</td>
</tr>
<tr>
<td>Line</td>
<td>14.99</td>
<td>11.91</td>
<td>12.07</td>
<td>13.25</td>
<td>33.56</td>
<td>0.72</td>
<td>8.33</td>
</tr>
<tr>
<td>Nanten</td>
<td>22.38</td>
<td>21.65</td>
<td>19.58</td>
<td>31.27</td>
<td>60.51</td>
<td>8.61</td>
<td>15.46</td>
</tr>
<tr>
<td>Average</td>
<td>16.76</td>
<td>13.35</td>
<td>19.55</td>
<td>14.29</td>
<td>31.07</td>
<td>5.18</td>
<td>10.79</td>
</tr>
</tbody>
</table>

Similarity measures between the original and color-corrected resultant image. From Table 2 and Table 3, it can be seen that the $e_{L^*a^*b^*}$ value and $e_{a^*b^*}$ value of this method are relatively low. Although it may be inferior to Meng’s method, because Meng’s method mainly changes the luminance component of the image, which results in a smaller change in the color component of the image; thus, the $e_{a^*b^*}$ value is very small. At the same time, Meng’s method also brings a larger $e_{L^*}$ value. Compared with other methods for modifying image color hues, our method has the lowest $e_{L^*a^*b^*}$ value and the second lowest $e_{a^*b^*}$ value. The output image color is relatively close to the original image color. This further indicates that the proposed method is still effective in maintaining naturalness. Table 4 shows that the $e_{L^*}$ index of the proposed method is higher than that of the Hassan method; however, it is generally better than the other methods, especially for Meng’s method. Taken together, the $e_{L^*a^*b^*}$ metrics of the proposed method are smaller than those of the other hue modification methods despite the modification of the $b^*$ value, indicating that the color change of the resultant image of the proposed method over the original image is relatively small and will not affect the information acquisition of the resultant image by the trichromatic viewer. Based on the results of the comparison experiments of the dissimilarity
Table 4  \(e_{L^*}\) values of various methods under K-type color vision.

<table>
<thead>
<tr>
<th>Image</th>
<th>Methods</th>
<th>Milic</th>
<th>Takimoto</th>
<th>Tennenholtz</th>
<th>Hassan2017</th>
<th>Hassan2019</th>
<th>Meng</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chart 5</td>
<td>1.98</td>
<td>3.69</td>
<td>3.06</td>
<td>0.36</td>
<td>0.37</td>
<td>2.29</td>
<td>0.58</td>
<td></td>
</tr>
<tr>
<td>Chart 6</td>
<td>0.77</td>
<td>1.79</td>
<td>3.88</td>
<td>0.27</td>
<td>0.29</td>
<td>4.31</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td>Chart 97</td>
<td>0.93</td>
<td>2.39</td>
<td>6.18</td>
<td>0.26</td>
<td>0.32</td>
<td>2.20</td>
<td>0.68</td>
<td></td>
</tr>
<tr>
<td>Flower</td>
<td>2.14</td>
<td>5.30</td>
<td>2.28</td>
<td>0.20</td>
<td>0.38</td>
<td>5.03</td>
<td>2.57</td>
<td></td>
</tr>
<tr>
<td>Line</td>
<td>1.89</td>
<td>3.35</td>
<td>9.91</td>
<td>0.25</td>
<td>0.31</td>
<td>3.55</td>
<td>0.56</td>
<td></td>
</tr>
<tr>
<td>Nanten</td>
<td>2.79</td>
<td>5.88</td>
<td>4.01</td>
<td>0.47</td>
<td>0.43</td>
<td>7.39</td>
<td>3.45</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>1.75</td>
<td>3.73</td>
<td>4.89</td>
<td>0.30</td>
<td>0.35</td>
<td>4.13</td>
<td>1.44</td>
<td></td>
</tr>
<tr>
<td>Chart 5</td>
<td>1.58</td>
<td>1.88</td>
<td>9.42</td>
<td>0.48</td>
<td>0.40</td>
<td>2.29</td>
<td>0.58</td>
<td></td>
</tr>
<tr>
<td>Chart 6</td>
<td>0.98</td>
<td>1.68</td>
<td>9.03</td>
<td>0.46</td>
<td>0.40</td>
<td>4.31</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td>Chart 97</td>
<td>0.91</td>
<td>1.96</td>
<td>12.47</td>
<td>0.46</td>
<td>0.41</td>
<td>2.20</td>
<td>0.68</td>
<td></td>
</tr>
<tr>
<td>Flower</td>
<td>2.75</td>
<td>4.69</td>
<td>13.21</td>
<td>0.47</td>
<td>0.37</td>
<td>5.03</td>
<td>2.57</td>
<td></td>
</tr>
<tr>
<td>Line</td>
<td>1.36</td>
<td>1.62</td>
<td>12.17</td>
<td>0.45</td>
<td>0.38</td>
<td>3.55</td>
<td>0.56</td>
<td></td>
</tr>
<tr>
<td>Nanten</td>
<td>5.83</td>
<td>6.93</td>
<td>14.41</td>
<td>2.57</td>
<td>1.94</td>
<td>7.39</td>
<td>3.45</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>2.24</td>
<td>3.13</td>
<td>11.79</td>
<td>0.82</td>
<td>0.65</td>
<td>4.13</td>
<td>1.44</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 6  \(V_K\) values of D-type color vision methods.

5. Conclusion

This paper proposes a color correction method based on hue for dichromatically sighted people; red-green color vision-deficient people are mainly considered in the method. First, the hue loss of color pairs under normal color vision was defined, an objective function was constructed, and the result-
Simulated images of P-type color perception methods: (a) Milic, (b) Takimoto, (c) Tennenholtz, (d) Hassan 2017, (e) Hassan 2019, (f) Meng, and (g) Proposed.

The effectiveness of the proposed method is illustrated through comparative tests and evaluation indices. The method achieved higher scores, maintained naturalness of the image, and effectively reduced confusing colors to help dichromatic viewers improve image color perception and reduce image information loss.

However, there are some limitations to the current method. Sometimes there may be a situation where $\delta_{ij}$ reduces the difference between the $b^*$ axes. The next goal is to align the symbols of the corrected part of $\delta_{ij}$ with those of $\Delta b^*_{ij}$. And the next step of improvement will focus on personalized color correction algorithms for the different physiological characteristics of red and green blindness, as well as algorithmic speed enhancement. In addition, generalized metrics capable of evaluating the quality of the resultant images in multiple ways will be considered.
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Fig. 8 Simulated images of D-type color perception methods: (a) Milic, (b) Takimoto, (c) Tennenholtz, (d) Hassan 2017, (e) Hassan 2019, (f) Meng, and (g) Proposed.
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