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SUMMARY The demand for and the scope of connected services have
rapidly grown and developed in many industries such as electronic appli-
ances, robotics, and industry automation. In the automotive field, includ-
ing connected vehicles, different types of connected services have become
available and they provide convenience and comfort with users while yield-
ing new business opportunities. With the advent of connected vehicles, the
threat of cyber attacks has become a serious issue and protection meth-
ods against these attacks are urgently needed to provide safe and secure
connected services. From 2017, attack methods have become more sophis-
ticated through different attack surfaces attached to navigation systems and
telematics modules, and security requirements to circumvent such attacks
have begun to be established. Individual threats have been addressed pre-
viously; however, there are few reports that provide an overview of cyber
security related to connected vehicles. This paper gives our perspective on
cyber security for connected vehicles based on a survey of recent studies
related to vehicle security. To introduce these studies, the environment sur-
rounding connected vehicles is classified into three categories: inside the
vehicle, communications between the back-end systems and vehicles, and
the back-end systems. In each category, this paper introduces recent trends
in cyber attacks and the protection requirements that should be developed
for connected services. We show that the overall security covering the three
categories must be considered because the security of the vehicle is jeopar-
dized even if one item in the categories is not covered. We believe that this
paper will further contribute to development of all service systems related
to connected vehicles including autonomous vehicles and to the investiga-
tion into cyber security against these attacks.
key words: automotive security, cyber security, connected vehicles, au-
tonomous driving, connected services, in-vehicle protocol

1. Introduction

The sector of the automotive field known as connected vehi-
cles has rapidly grown. The connected vehicles are gen-
erally defined as the vehicles that are equipped with In-
ternet communication functions for improving user conve-
nience. The environment surrounding vehicles is shifting
from a closed network to an open network that connects to
outside networks. The report by Fuji Keizai Co. predicts
that the worldwide market for passenger-type connected ve-
hicles will be 9,900 million units by 2035 and almost all
brand-new vehicles will be equipped with connected sys-
tems or services by 2035 [1]. With the increase in the num-
ber of connected vehicles, new services such as car sharing
and dispatch services have proliferated and it is expected
that simple and convenient driving will be achieved in an
environmentally-friendly and efficient way. From the aspect
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of comfortable driving, user stress related to driving can be
reduced using remote or autonomous functions. For exam-
ple, we have remote-control door locks and the remote func-
tion that flashes the headlights when searching for a vehicle
in a crowded parking area [2]. Furthermore, we can ver-
ify the battery power of electric vehicles (EVs) [2] regard-
less of location. Just recently in 2017, remote parking has
been actualized in some vehicles such as the Audi A8 [3],
Tesla model S [4], and Nissan leaf EV [5]. These systems
are achieved through a smartphone application. Some com-
panies try to utilize the vehicle information shared through
the networks, referred to as telematics, for their businesses
for example a car dealer may use it for vehicle maintenance
or an assurance company may use it to calculate insurance
rates.

Autonomous driving is also related to connected vehi-
cles. At this time, 2018-model year vehicles have achieved
level 3 self-driving [3], although this is mainly achieved
through sensors attached to the vehicle itself. However, ve-
hicle to vehicle (V2V) and vehicle to infrastructure (V2I)
communications for connected vehicles will also be used for
autonomous driving. V2V is the data exchange between the
vehicles and V2I is the data exchange between the vehicle
and the infrastructure such as traffic lights as examples. It
is considered that these types of communications avoid traf-
fic congestion by exchanging various types of information
such as that regarding road conditions with other vehicles
through the Internet [6].

Google autonomous driving, which is a service
achieved by integrating the vehicle and telecommunications,
is a major autonomous driving system [7]. Google also
launched the Android Auto platform, which is an in-vehicle
device software based on Android. This platform actual-
izes an easier way to access information on a smartphone
in a vehicle by integrating the smartphone and navigation
systems [8]. Some car manufacturers are partnering with
Google to bring the Android platform to vehicles. Ap-
ple launched the CarPlay platform with cooperation from
many car manufactures and this platform actualizes iPhone
use in vehicles through the navigation system [9]. Automo-
tive Grade Linux (AGL) [10], which is a collaborative open
source project, is also being developed for connected vehi-
cles by many car manufacturers, suppliers, and related tech-
nology companies. This project because it is open source
would make it easier to develop in-vehicle infotainment
(IVI) systems.

Thus, new services and systems for connected vehicles
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have been rapidly developed and have brought us in-vehicle
convenience and comfort. However, from the aspect of
cyber security, connected vehicles have come under threat
because connected systems have interfaces to outside net-
works that are vulnerable and may affect the vehicle control
systems.

Due to this, vehicle security has attracted attention and
abnormal behavior has been actually induced in real vehi-
cles. Research results in the field of remote attacks against
vehicles shocked vehicle manufactures [11] and this trig-
gered a recall of 1.4 million vehicles. Subsequently, other
researchers hacked Tesla vehicles and they showed that they
could remotely control the vehicle including critical vehi-
cle controls [12]. An attack that could possibly remotely in-
ject a Controller Area Network (CAN) command through
the telematics unit in a Nissan Leaf was reported utiliz-
ing well-known attack techniques using an iOS [13]. This
study shows that well-known smartphone vulnerabilities are
not shared with the automobile industry. Thus, recent stud-
ies from 2016 have shown that more and more remote at-
tacks can be performed through vehicle systems connected
to outside networks although direct message injection at-
tacks have been the major focus in past years [14]–[16].

With the increase in the sophistication and number of
advanced attack techniques, protection methods have been
discussed and developed in information technology (IT) se-
curity which is used in the personal computers (PC) and
server fields. Protection methods for direct attacks have al-
ready been installed in modern vehicles. For example, a
gateway between the port and the in-vehicle network has
already been installed in modern Japanese domestic cars
and imported cars based on the type of vehicle in 2017.
In the near future, some other protection techniques are
to be installed in vehicles such as secure boot systems for
the electronic control unit (ECU) [17], message authentica-
tion codes (MACs) [18]–[20], and Intrusion Detection Sys-
tems [21]–[23]. For connected vehicles, in addition to in-
vehicle security, we consider that the security surrounding
the vehicles such as back-end systems, communications out-
side the vehicles, and the smartphone applications is signif-
icant because a lack of security in any one of the environ-
ments may trigger the serious abnormal control of the vehi-
cles based on prior history.

Most previous studies showed individual attack tech-
niques or protection methods and focused on the novelty of
the specific technique. There are only a few reports that give
an overview of connected vehicle security and show the re-
lationship between them based on recent hacking and pro-
tection technology. Furthermore, to the best of our knowl-
edge, there are no reports that focus on the importance of
the overall security surrounding the connected vehicles to
ensure vehicle security.

In this paper, we describe our perspective on connected
vehicle security based on recent hacking and protection
techniques. We classify the environment surrounding con-
nected vehicles into three categories: in-vehicle, commu-
nications between the back-end system and vehicles, and

the back-end system of the service providers. We introduce
recent cyber-attack threats and the requirements based on
the three categories. Through an overview of these threats,
we show the importance of the overall security surrounding
connected vehicles to protect vehicles from cyber attacks.
We also show that secure systems would be disrupted even
if one of the security items is not covered in the three cate-
gories. We believe that this paper is informative in develop-
ing and utilizing connected vehicle services and in investi-
gating cyber security of connected vehicles.

In the rest of the paper, Sect. 2 provides background in-
formation on the environment surrounding connected vehi-
cles. Section 3 describes recent hacking techniques and their
security requirements in the in-vehicle category. In Sects. 4
and 5, we describe the threats and requirements in the com-
munication category between the vehicles and the back-end
system and in the back-end system category, respectively.
We also describe other significant contents for connected-
car security which are not covered in previous sections in
Sect. 6. Finally, we conclude the paper in Sect. 7.

2. Environments Surrounding Connected Vehicles

This section introduces a general structure for connected ve-
hicles to describe the importance of the overall security.

Up to now, the vehicle navigation system could estab-
lish a link to a passenger smartphone through Bluetooth or
USB, and enable smart phone functions through the nav-
igation system. In some modern vehicles, an embedded
Subscriber Identity Module (eSIM) card is installed in the
telematics module of the vehicle when it is constructed, and
this eSIM enables Internet access in order to display con-
tents such as the current weather at the current location and
the road directions to the destination on the navigation mon-
itor. Furthermore, the driver can enable remote control func-
tions such as door locking/unlocking and automated parking
using the driver’s smartphone. In addition, a communica-
tions module for V2V or V2I communications will be in-
stalled in vehicles.

Based on this, Fig. 1 shows a schematic related to con-
nected vehicles. In the figure, we classify the environ-
ment surrounding connected vehicles into three general cat-
egories from the above facts. The first category is the in-
vehicle category and it contains in-vehicle protocols such as
the CAN [24], Local Interconnect Network (LIN) [25], and
FlexRay [26]. From 2013, in-vehicle Ethernet has been in-
stalled in vehicles for communications related to the navi-
gation systems [27], [28] and will be employed as the back-
bone of in-vehicle networks. In-vehicle systems such as
the immobilizer and keyless entry systems are also in this
category.

The second category is the communications network
between the back-end system and the vehicles. In this cat-
egory, the vehicle functions that have an interface to an
outside network such as navigation systems and telematics
modules are included. Although these systems are physi-
cally inside the vehicle, they have functions to connect to
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Fig. 1 Environment surrounding connected vehicles is classified into three categories.

an outside server. Therefore, we classify them into the com-
munications category. In this category, remote control appli-
cations using smartphones and vehicle-to-everything (V2X)
communications are also included. V2X communications
have specific types such as V2V communications in which
data are exchanged between vehicles and V2I communica-
tions that take place between the vehicle and infrastructure
such as traffic lights.

The third category is the back-end system, that is, the
server cluster which the service providers use. Apart from
remote control services, examples of connected services are
dynamic map delivery services for automated driving [29],
vehicle remote maintenance, or the software update ser-
vices that provide patches [30], and additional services cor-
responding to vehicle information such as vehicle insurance
and recommended directions [31]. To provide these ser-
vices, the back-end system plays an important role.

From here, we introduce the possible cyber-attack
threats based on these three categories, especially focus-
ing on the in-vehicle and communications categories that
are more related to the cyber security of connected cars.
We show that the cyber-attacks induce significant accidents
when there is a lack of security in one of three categories,
and introduce the need for protection technology.

3. In-Vehicle Category

This section describes the recent cyber-attacks and protec-
tion methods in the in-vehicle category. Here, we select and
introduce the recent studies regarding the in-vehicle proto-
col, sensors and the in-vehicle devices and systems for phys-
ical car access because these are also the most significant for
connected vehicles.

3.1 Studies Related to In-Vehicle Protocol

Here, we describe the investigations on the attacks after

compromising the in-vehicle system through the navigation
systems or the telematics modules that have an interface
connected to an outside network. These studies are very
significant because we should know how abnormal control
of the vehicles is implemented after compromising the in-
vehicle network.

In the past, denial of service (DoS) attacks and spoof-
ing attacks were proposed against some in-vehicle proto-
cols such as the CAN [14], [15], [32], [33]; LIN [34], [35];
and FlexRay [36], [37]. Here, we focus on attacks against
the CAN and LIN protocols because they have become an
active area of research and many papers were published.
There are few previous investigations regarding the FlexRay
protocol.

3.1.1 Studies Related to CAN

Regarding the attacks against the CAN protocol, many pre-
vious reports showed that abnormal behavior could be in-
duced by injecting false CAN messages into a real vehicle.
The CAN protocol is a multi-master protocol and employs
the Carrier Sense Multiple Access with Collision Avoidance
(CSMA/CA) method [24]. The attack node can send a false
command at any time. In spoofing attacks that do not mod-
ify the victim ECU, some injection methods were developed
to inject a false command with high frequency compared to
that for the original command [15] or to inject a false com-
mand immediately after the original command [38].

Although there are many attack methods regarding the
CAN, we focused on reports regarding security evaluations
using real vehicles or real devices related to vehicle services.
The pioneering study in 2010 that shows the abnormal be-
haviors by injecting a CAN message is [14] and this study is
referenced by many related papers. Some abnormal behav-
iors including the driving support controls were first shown
in [15] and this study triggers successive vehicle attacks.
The study that was the most influential in the automotive



2564
IEICE TRANS. INF. & SYST., VOL.E101–D, NO.11 NOVEMBER 2018

Table 1 Studies related to CAN (Direct access to internal bus)

Kind of Attacks Vehicle or Devices Used in Experiments Year Published Reference

Spoofing No Mentioned in [14] 2010 [14]

Ford Escape and Toyota Prius 2013 [15]

DoS Honda Accord and Hyundai Sonata 2016 [32]

DoS or Spoofing Bosch Drivelog Connector Dongle 2016 [33]

Fig. 2 Example of device for diagnostics in CAN communications. De-
picted is a replacement that fits into the OBD-II port.

world is [11] because it was the first to show abnormal be-
haviors remotely implemented without the connection of the
devices to the vehicles. For better understanding, the brief
history given in [39] on the attacks using real vehicles is
helpful.

Table 1 gives the studies from 2010 regarding the at-
tacks against the CAN protocol and these attacks are per-
formed by directly connecting a commercial device through
on-board diagnostics (OBD)-II [40] to access the CAN bus.
Basically, such commercial devices are sold for mainte-
nance and diagnosis of vehicles and to capture the driving
log. These devices are also used to investigate the CAN
traffic to develop related services [41]–[44]. As an exam-
ple, Fig. 2 shows an ECOM device used for the diagnos-
tics of CAN communications in the particular vehicles. The
connector for the device is originally applied to another in-
terface that is not the OBD-II port. It is replaced with the
connector to fit the OBD-II port (the details are described in
[15]). By injecting false messages in the CAN bus using the
device, which is shown in Fig. 2, the speedometer display
can be changed as shown in Fig. 3 as an example. (Fig. 17
in [15]).

In Table 2, we show the attacks that could remotely per-
form abnormal behaviors without direct access to the bus,
i.e., no device is inserted into the OBD-II connector or the
internal buses. In a connected vehicle that is equipped with
an IVI system and applications associated with the IVI sys-
tem can be easily compromised if they are not protected
against attacks.

We note that the remote attacks in 2017 in Table 2
employ previous well-known vulnerabilities in the IT field
which is the PC and server fields, to access internal soft-
ware. This fact indicates that previous vulnerabilities remain

Fig. 3 Example of spoofing attacks to change the speedometer display.
The speedometer display indicates 199 MPH while the vehicle is stopped.

in the telematics module or navigation systems installed in
the vehicles [12], [13]. As an example, researchers found a
previous vulnerability in the iPhone in the telematics mod-
ule used in the Nissan Leaf [13] (details are described in
Sect. 4.2.). They found that they could inject an irregular
command over a wireless connection using a stack overflow
or buffer overflow to enable them to send an attack com-
mand. We consider based on the recent vehicle security
evaluations reported in 2017, that it is necessary to exam-
ine whether or not vulnerabilities, which are well known in
the IT fields, remain in the vehicle systems.

3.1.2 Studies Related to LIN

Regarding the security evaluations of LIN, there are some
previous papers [34], [35]. Here, we introduce the secu-
rity evaluation of its protocol in [34] because this paper de-
scribed the details of the attacks in the LIN.

The LIN is usually used in body control of the vehi-
cle such as seats and doors, and used in the steering [47].
Thus, there is the possibility for a significant threat espe-
cially while traveling at high speed. The LIN is based on a
master-slave method that is different from the CAN. It also
uses a time trigger method that employs a priori fixed time
schedule, which is the key property of the LIN [25].

The master node transmits a header including the iden-
tifier (ID) that denotes the contents of the process, and the
slave nodes corresponding to this ID start to transmit and re-
ceive data. Since the LIN specification does not define how
to proceed after a transmission error has been detected, LIN
error-handling mechanisms are application dependent. For
example, when the data transmitted by a sender node differ
from the data on the bus, the sender node detects an error.
Then, it stops data transmission via the error handling mech-
anism and waits for the next header. Reference [34] focuses
on the characteristics of this error handling mechanism and
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Table 2 Studies related to CAN (Remote access)

Kind of Attacks Vehicle Used in Experiments Year Published Reference

Spoofing No Mentioned in [45] 2011 [45]

Jeep Cherokee 2015 [11]

Tesla Model S and Model X 2017 [12]

DoS or Spoofing Tesla Model S 2015 [46]

Nissan Leaf ∗ 2017 [13]

* They did not actually inject false commands into the vehicles.

Fig. 4 Attack techniques that induce abnormal behaviors.

the false data are recognized as correct by the slave node
(receiver). As a result, the attacker can induce abnormal be-
havior based on the LIN transmissions.

An example of the attack mechanism is given hereafter.
Figure 4 shows the attack techniques that induce the abnor-
mal behavior. First, the attacker monitors the bus to see if
the target data are transmitted. The master node sends the
header corresponding to the attack target data (Fig. 4 (a)).
At the same time that the correct data corresponding to
the header are sent by the slave node (Fig. 4 (b)), the at-
tacker injects false data to induce a collision as indicated by
Fig. 4 (c). Then, the transmission of the correct data stops
because the error-handling mechanism is induced. Since the
sender slave node stops transmitting the correct data, the
attacker injects false data. This results in false data being
recognized as the correct data by the slave node (receiver)
(Fig. 4 (d)). As a result, the attacker can induce abnormal
behavior without the driver intent.

Since the LIN will continue to be used as the in-vehicle
protocol as well as the CAN and CAN with Flexible Data-
Rate in the future, we consider that the security evaluation
of the LIN using a real vehicle is also important.

3.2 Protection Technology for the Attacks Against In-
Vehicle Protocols

This section introduces recent protection technology against
the attacks for the in-vehicle protocols because many kinds
of technologies have emerged from about 2013.

Since a multi-layer defense is the general security

concept in the IT fields, this concept was applied to the
in-vehicle systems around 2016 [48], [49]. Figure 5 shows a
layer classification based on the vehicle structure. The first
defense layer is a secure interface to protect a communica-
tions module or interfaces to outside networks, for example,
the authentication between the communications module and
an outside server. The second layer is a secure gateway be-
tween the in-vehicle bus and the interface or communica-
tions module. The third layer is a secure network to protect
the communications in the in-vehicle network. The fourth
layer is secure processing of the ECUs. It includes the se-
cure update of the ECUs over the air (OTA) and secure boot.

Here, we focus on and describe the second and third
layers that are related to the in-vehicle protocols and that
are particular in the vehicles. Especially, we introduce the
protection methods that are beginning to be installed in
vehicles.

3.2.1 Installing a Gateway

This section describes the second layer protection.
Installing a gateway in a vehicle is not a brand new

technology. However, the function of recent gateways in
2018 is more complex because of the increase in the num-
ber of ECUs [50]. The gateway also provides many func-
tions such as linking data and signals from various nodes
around the vehicle, converting many automotive communi-
cation protocols, and assuming a role as an interface for bus
communications.

It also plays a role as a firewall, i.e., it makes it more
difficult for attacks to capture and inject false data through
the OBD-II port. However, attacks are still possible by ac-
cessing the internal bus behind the gateway through direct
access to the bus as reported previously in [11]. So imple-
menting a gateway itself is not a sufficient protection method
although it is an effective deterrent from the aspect of easily
accessing the in-vehicle buses.

In the future, the in-vehicle architecture will shift to
set a domain controller between the gateway and each ECU
connected to the powertrain, body, or IVI bus [50]. Based
on [50], the role of the domain controller such as power-
train, body, and IVI domain is to control the ECUs con-
nected to each bus and to manage the transmissions of the
data. Furthermore, the gateway manages all domain con-
trollers through Ethernet. The OBD-II port does not directly
connect to the in-vehicle buses and there will be some con-
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Fig. 5 Multi-layer defense based on the structure of recently produced vehicles.

trollers and gateways between the OBD-II port and buses.
Furthermore, each domain such as the powertrain and the
IVI system will be separate and the gateway would connect
to each domain. It will be more difficult to access the inter-
nal bus and the attacker needs to guess and obtain accurate
information regarding the relationships between the domain
controllers and each target ECU.

3.2.2 Prevention Methods on Unauthorized Messages

This section describes the third layer protection to prevent
the unauthorized message transmission such as MACs and
the error frame transmission because they are more general
methods.

(1) MAC

In 2017, the AUTomotive Open System ARchitecture
(AUTOSAR) [51] published the specifications for Secure
Onboard Communications (SecOC) 4.3.1 [52]. In the spec-
ification, the authentication method based on symmetric
cryptography is considered. By installing a MAC, the at-
tacker cannot easily generate a message that is accepted by
the receiver node because the attacker must obtain the se-
cret key for authentication in general. Thus, this technol-
ogy is effective in mitigating the attack; however, there are
other problems related to communication cost and secret key
storage.

In 2017, the possibility for a practical attack on a MAC
implementation was proposed [53]. They implied that the
MAC is not effective based on its implementation. For ex-
ample, some messages change very rarely and the length
of the counter is short; therefore, the attacker can reply to
the message because the MAC is calculated based on the
data and counter, and can be guessed by the attacker. In this
case, to prevent the replay attack, the MAC must be calcu-
lated from the time stamp of the message transmissions in
addition to the data and counter.

Furthermore, in order to implement successful spoof-
ing attacks continuously, a false message must be injected

equal to or more often than the correct one. In this case, it is
difficult to perform spoofing attacks when the MAC is im-
plemented. Of course, if the attack is successful by injecting
a message only a few times, the MAC will be not effective
based on its implementation.

(2) Transmission of Error Frame

Another protection method to prevent unauthorized CAN
messages was theoretically proposed in [54]. The method
intends to prevent the spoofing attacks and replay attacks in
which unauthorized messages induce abnormal behaviors.

The basic idea of the method is that when the node de-
tects unauthorized messages that it did not send itself and
which have the same ID, the node immediately transmits an
error frame to override the unauthorized messages before
it is received by the receiver node. If the genuine sender
node can send the error frame immediately after the unau-
thorized messages by monitoring the bus data, the method is
effective. To do so, the method must be implemented in the
physical layer of the node to achieve a real-time response.

In the subsequent papers [55], [56], the error frame de-
fined in the CAN is used for preventing unauthorized CAN
messages, which include the incorrect MAC [55] and which
do not match the correct CAN transmission rules [56].

3.2.3 Implementing Anomaly Detection in In-Vehicle
Networks

Anomaly detection in the in-vehicle network is related to the
third layer. Here, we also describe related techniques.

Anomaly detection is well known in the IT field to de-
tect anomalous packets on the Internet. From around 2015,
techniques have been adopted and consideration given to de-
tecting anomalous messages in the CAN [57]–[59]. The ba-
sic approach is to investigate frequencies, sequences, and
types of messages and to compare them to the messages in
the case of normal operations. Thus, when abnormal mes-
sage behavior is detected, the system will be stopped or only
a limited form of the system will remain activated.
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In addition to detecting anomalous behavior, methods
to identify which malicious ECU sent a false message in
the network have been proposed from 2014 [60]–[62]. Us-
ing these techniques, which ECU is compromised or which
ECU is illegally installed in the network can be identified
and the target ECU can immediately be isolated. These tech-
niques need to identify each ECU based on the characteris-
tics of the voltage profiles and they employ very sensitive
information compared to general anomaly detection meth-
ods.

The technology to identify malicious hardware in the
network follows the trend in detection methods in vehicle
networks and there is a possibility that it will be installed in
vehicles in the near future.

3.3 Studies Related to Sensors for Self-Driving

This section introduces recent interesting studies on attacks
that confuse the sensors in vehicles used for driving assist
functions and the self-driving by emitting false signals.

Multiple sensors such as Light Detection And Ranging
(LiDAR), radar, and local cameras are equipped in recent
automated vehicles commercialized around 2017 to handle
local awareness of the vehicle surroundings. Because these
sensors are important in terms of controlling the vehicle,
sensors must be robust against attacks.

Since 2015, attacks on theses sensors have been pre-
sented [63]–[66]. In [66], physical layer cyber-security
threats to autonomous vehicle systems are described. Pre-
vious research found that spoofing attacks on LiDAR were
possible and induced a fake status by injecting an attacker
light. This may cause the vehicle to sense non-existing ob-
jects when using the autonomous driving function. In the
spoofing attacks, the sensor may become confused by false
road signs or false distance signals from other vehicles, and
this may result in changing the course of travel or an abnor-
mal stop even when the distance from the real object is far
from the vehicle.

Jamming attacks on the sensors were also presented in
[63]–[65]. In these attacks, the attacker injects the same type
of signal but at higher intensity to interfere with the real
signal that is reflected from an obstacle. This may cause
collision with other vehicles and yield false distances to an
object. In fact, in [65], for automatic parking of the Tesla
vehicle, the experimental results showed that the automated
parking system did not correctly work and it collided with
obstacles. Whether or not the attack is successful depends
on the power of the jamming device, i.e., the distance be-
tween the jamming device and the vehicle.

Preventative measures against the spoofing and jam-
ming attacks are to install sensor data authentication, en-
cryption, and sender identification [66]. As specific coun-
termeasures for the attacks on the sensors, redundancy of
the different types of wavelengths for the LiDAR against the
spoofing attacks and multiple measurement instances for the
jamming attacks were presented [63].

3.4 Studies Related to Device or Systems for Physical Car
Access

In this section, we focus on physical car access, i.e., more
traditional vehicle security such as key systems. Here, we
describe the security of the key systems, i.e., the vehicle im-
mobilizer, and keyless entry and start system as examples
because the related key system began to be realized using
the smartphone (details are described in Sect. 4.3) and such
systems may be susceptible to cyber attacks.

3.4.1 Vehicle Immobilizer

Here, we describe the security techniques related to the ve-
hicle immobilizer that have proposed in 2010.

The vehicle immobilizer is a well-known anti-theft sys-
tem and is widely used in vehicles. It actualizes electronic
security to prevent the engine from running unless the cor-
responding transponder (often referred to as a key fob) is
used. For several years, the transponders of the immobilizer
system such as Hitag, Digital Signature Transponder, and
Megamos were broken one by one because the size of their
secret keys were very short [67]–[70].

Then, in 2010, an immobilizer system using the Ad-
vanced Encryption Standard (AES), which is the standard
cryptographic algorithm, was proposed by a semiconductor
manufacturer [71]. Reports regarding the security evalua-
tion of [71] proposed theoretical analysis [72] and imple-
mentation attacks [73]. In the theoretical analysis [72], the
authors described the possibility of attacks such as relay and
replay attacks and then proposed countermeasures.

Even though the cryptographic algorithm used in the
immobilizer is theoretically secure, its system could be
broken by implementation attacks such as side-channel at-
tacks [74] and invasive attacks [75]. Thus, the security
against implementation attacks is an important aspect for the
immobilizer. Although there are not so many papers on im-
plementation attacks against the immobilizer, we consider
that this aspect of the security is important especially in sys-
tems that use cryptography. Here, we briefly introduce the
attack mechanism of the implementation attacks against the
immobilizer [73].

Reference [73] focused on a fault attack, which is a
kind of invasive attacks [75]. In the target immobilizer sys-
tem [71], it has a characteristic that the key fob, which is the
electronic key for the immobilizer, contains three copies of
the original secret key used for the authentication between
the key fob and the vehicle. These copies are used in se-
quence so that authentication does not fail in a harsh envi-
ronment and to increase the system availability.

Using the characteristics of such a key storage method,
the paper proposed an attack method that changes the value
of the secret key stored in the key fob through sequential
fault injections. Figure 6 shows the procedures for the attack
in which the faults are injected into the key fob one by one.
Using such fault injections, the secret key space is reduced
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Fig. 6 Technique for evaluating immobilizer authentication protocols.

by the analysis based on the authentication protocol between
the key fob and the vehicle. As a result, the attacker can
recover some part of the AES key using the fault injections
and analysis, and acquire the entire AES key with a brute-
force search.

In [71], two kinds of authentication protocols, the uni-
lateral authentication and the bilateral authentication proto-
cols, were proposed. In the unilateral authentication proto-
col, where the vehicle authenticates the key, it is possible to
identify the AES key in a practical amount of time. In the
bilateral authentication protocol, where the vehicle and key
authenticate each other, successful attacks to recover the se-
cret key depend on factors such as the number of electronic
key fobs and the output size of the encrypted data.

Reference [73] also proposed countermeasures to the
attacks such as performing a preliminary comparison of the
encryption results calculated using each secret key in order
to verify whether or not any value in the key fob changed.

In connected vehicles, the immobilizer system will
continue to be used, and the number of secure systems using
cryptography will increase. Considering this, the practical
security aspects of the cryptographic implementations must
be considered as well as that for the theoretical aspect.

3.4.2 Passive Keyless Entry and Start System

Passive Keyless Entry (PKE) is an automotive security sys-
tem that operates automatically to unlock or lock the door
without human action on the electronic key. The user can
often start the engine when the key is inside the vehicle. We
note that these systems are available when the key is close
to the vehicle or in the vehicle.

The easiest attack against PKE is a jamming attack
to intercept communications between the key and the vehi-
cle [76]. Jamming was easily achieved using a signal output
from the attacker jamming device. Figure 7 shows the com-
mercial jamming attack described in [76] (Fig. 1 in [76]). In
fact, these kinds of devices can get from the cite of [77]. The
experiments showed that keyless entry becomes ineffective
when the attacker interferes with the correct signals between
the key and the vehicle.

Fig. 7 A commercial jamming devices.

Another well-known attack against PKE is to perform
relay attacks [78]. In the attack, the attacker places an an-
tenna near the key holder and a second antenna close to the
vehicle. The communications between the key and the vehi-
cle are relayed and the attacker can finally open the door and
start the engine even though the key is physically far from
the vehicle. The distance that a signal can be relayed is up
to 50 meters. The vulnerabilities of PKE to relay attacks are
evident in 10 kinds of vehicle models.

Simple steps to prevent these attacks are to shield the
key or to remove the battery from the key although it is
somewhat inconvenient for the user [78]. Reference [78]
also describes another prevention step in which the user dis-
ables temporally the PKE system.

These attacks do not break the cryptography used in the
electronic key and the attacker does not need to tamper with
the key itself. This is different from the attacks against the
immobilizer systems described in Sect. 3.4.1. The protec-
tion against these kinds of attacks is also significant because
the attacker can remotely perform abnormal actions to cause
the doors to lock/unlock and there is a possibility to steal it.

4. Communications Category

This section describes the cyber security related to the com-
munications category as shown in Fig. 1.

Connected vehicles have an Internet connection to
achieve remote control of the vehicle, and remote diagnos-
tics services to monitor the current status of the vehicle and
to search for desired destinations.

Here, we introduce recent threats and requirements re-
lated to the communications between the vehicle and back-
end system. First, we describe the security regarding the
modules that play important roles in the interface to connect
to an outside network. In particular, we focus on the secu-
rity of the car navigation systems and telematics modules
because they are the most attractive attack surface for the at-
tackers. We describe the security regarding applications for
remote services using a smartphone or a PC that have come
into use in the past several years. We also discuss V2X se-
curity related to connected vehicles in this section.
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4.1 Communications with Car Navigation Systems

More and more car navigation systems (navigation head
units) have functions that are connected through WiFi,
Bluetooth, and the USB interface. The navigation sys-
tem also has a firmware update function and navigation
maps. Because the navigation systems have these interfaces
connected to outside networks and the systems communi-
cate with in-vehicle modules through the in-vehicle bus,
the attacker can easily compromise the in-vehicle systems
through the navigation systems. Hereafter, we describe the
security for the navigation systems with the remote access
and the malware risk in the navigation systems.

4.1.1 Compromising Navigation Systems for Remote Ac-
cess

Some researchers have tried to compromise navigation sys-
tems in order to access remotely in-vehicle systems. The
attack in [12] exploits the web browser of the navigation
system by utilizing two well-known browser vulnerabilities
to achieve arbitrary code execution. In successive processes,
they used another Linux vulnerability and were able to per-
form arbitrary read and write processes to the kernel con-
tents. After bypassing some embedded systems, they finally
sent arbitrary CAN commands. This implies that the previ-
ous vulnerabilities still exist when the oldest version of the
web browser or Linux is used even in recent Tesla models in
2016.

In [13], the researcher introduced a security evaluation
of the car navigation system itself. They investigated the
navigation system in order to extract the system files for de-
bugging using diagnostic menus and found an unused URL
during the debug. They installed a honey pot in the URL
and observed the access log that included private informa-
tion such as the user password and the vehicle identification
number (VIN). This shows that the debugging code remains
in the file systems of the navigation systems and normally it
should be deleted before shipment so that it cannot be used
for mischievous purposes.

Related to the in-vehicle platform used for naviga-
tion systems, we introduce a report in 2017 in which AGL
vulnerabilities were investigated [79]. This study targeted
AGL v3.0 and it evaluated attack interfaces such as Wi-Fi,
Bluetooth, and USB. They found an exploit for the con-
nection manager, which performs name resolution when the
AGL device accesses an outside network, and showed that
any command can be remotely injected. Such investiga-
tions are performed while the system is under development.
These investigations imply that some countermeasures must
be developed for AGL. This study may represent a good ref-
erence for investigating the vulnerability of the IVI system
for connected vehicles.

Fig. 8 A demonstration of the WannaDrive if the navigation system is
compromised from the malware. We note that this is not a real attack and
vulnerability.

4.1.2 Malware Risk in Navigation Systems

Malware is a well-known computer virus in the IT fields
such as PCs and smartphones. In 2017, ransomware called
WannaCry, was unleashed on the world. Ransomware is a
type of malicious software that locks up the victim data on
a PC so that it cannot be accessed unless a ransom is paid.

In 2017, an interesting study concerning the possibility
of malware in vehicles was published [80]. Reference [80]
introduced the possibility of ransomware threats to the nav-
igation system called WannaDrive. Figure 8 shows the dis-
play of the navigation system in a simulation where the ve-
hicle was compromised by WannaDrive. Because of the ran-
somware the vehicle would not work unless the ransom was
paid. The figure is taken from [80]. We note that this is not
a real attack and vulnerability.

Because the navigation system connects to outside net-
works and has a function to update firmware using Wi-Fi or
USB as mentioned earlier, the threat level from malware will
increase. If an attacker implements an attack where malware
is inserted in the vehicle systems, there is a risk that the ve-
hicle may, for example, run at high speed until the ransom
is paid [80]. This is a more dangerous situation compared to
what may happen in the PC field. In the near future, anti-
virus software may be needed for navigation systems just as
it is already for PCs.

4.2 Communications with Telematics Modules

The telematics module is another attack surface to compro-
mise the in-vehicle system because it incorporates an elec-
tronic chip for communications with outside servers. In lux-
ury vehicles, a hotspot can be generated to allow passengers
easy access to the Internet for their smart devices through
combination with the telematics module.

In fact in 2015, the German researchers analyzed the
telematics module (referred to as combox) and found a vul-
nerability that enabled attackers to perform replay attacks
in [81]. They reverse engineered the firmware to find the
cryptographic algorithms and keys used in the module. As a
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result, they were able to perform replay attacks to send text
messages and remotely open the door using an emulated cel-
lular network without the driver knowledge. According to
the report, there were some issues with the remote services
in that the telematics module used the same encryption keys
in all vehicles and the communications between the vehicles
and back-end system were not encrypted, i.e., they used the
Hypertext Transfer Protocol. They also mentioned that these
problems were patched before the report was published.

In another example in 2017, the security researchers
found that the telematics control module (referred to as
Telematics Control Unit (TCU)) included security prob-
lems [13]. The units had a 2G modem and a chipset in-
stalled in which the communications could easily be ana-
lyzed and the vulnerabilities were well known. Using the
well-known vulnerabilities in remote code execution, they
concluded that any false command could be injected into the
CAN bus through the TCU if it connects to a 2G network.

Since the telematics module represents an important in-
terface to the in-vehicle system from an outside network,
countermeasures have been taken to install gateways be-
tween the telematics module and the in-vehicle networks as
described in Sect. 3.2.1.

Furthermore, once a vehicle has been marketed, it will
be used for a long time. Therefore, the potential exists that
an old module that has an IT vulnerability would remain in
a vehicle. Steps should be taken to check whether or not
installed modules are secure and a framework for updating
the modules should be established such as OTA, to provide
patches immediately when a vulnerability is found.

Fig. 9 Image of remote control services.

Table 3 Security evaluation of remote control applications

Services Using Evaluations Year Published Reference

GM’s OnStar (*) 2015 [86]

BMW Connected Drive 2016 [87]

NissanConnect EV 2016 [88]

Mitsubishi Remote Control 2016 [89]

Hyundai Blue Link Application 2017 [90]

4.3 Application of Remote Control Services

In around 2017, remote control services such as confirming
the vehicle status, door locking/unlocking, and auto parking
function were implemented in many kinds of vehicles [2],
[82]–[85]. An image of remote services is shown in Fig. 9.
Most remote control applications for locking/unlocking the
vehicle, flashing the headlights, and locating the vehicle can
be accessed using a web service and some of these services
have a function to start the engine. Mobile applications com-
municate with back-end systems through the Internet. As a
result, the user can remotely communicate with the vehicle
using such a service to monitor the vehicle status or to per-
form specific vehicle controls.

There is also a strong threat to mobile applications and
systems because they can be used to access easily the in-
vehicle systems. In the past, security evaluations of remote
control services were performed and they highlighted vul-
nerabilities of the applications. Table 3 gives published se-
curity evaluations related to remote control services.

These vulnerabilities were triggered because the imple-
mentation of the application code had a security flaw. As a
result, a specific remote control function such as opening a
door could be performed without the electronic keys or any
special device.

As an example, in [86], inadequate usage of the Secure
Sockets Layer (SSL) certification of the application induced
a man-in-the-middle attack. In fact, an adequate SSL certi-
fication check was not implemented in the smartphone ap-
plication. Then, if the attacker certification is installed in
the victim smartphone, the attacker could sniff the commu-
nications between the smartphone and the back-end server
even when SSL is employed. The authors reported that the
same attack method was applicable to the remote systems of
BMW, Mercedes-Benz, and Chrysler.

In [88], a vulnerability in a smartphone application was
revealed. If the attacker knows the last five digits of the VIN,
the attacker can guess possible numbers and try a candidate
search until the vehicle is found. As a result, the attacker
could turn on the air conditioning even when the target ve-
hicle is on the opposite side of the earth. The application
only needs the VIN to identify the vehicle for remote con-
trol. So, the attacker can perform the same functions that
can be done using the application if the attacker can guess
the VIN of the target vehicle. Furthermore, in the report, the
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attacker was able to obtain the information of the user name,
and the times and distances of recent journeys. This shows
that vulnerabilities in the application may reveal the private
user information as well as enable unwanted control of the
vehicles.

Since the above evaluations are mainly related to body
control of the vehicle at this point, the safety risk to the
driver and passengers is deemed low because they would
most likely not be directly exposed to an accident. However,
if the control such as unlocking the door is under threat by
the attacker, the attacker can break into the car. When the re-
mote control to start the engine is also installed, the attacker
could steal the vehicle.

Remote control using a smartphone has begun to
spread to critical control of driving. As an example, some
expensive types of vehicles have installed remote parking
control using the smartphone to park the car automatically
in an unoccupied space without driver control. In the near
future, more kinds of remote control related to driving will
appear and eventually automated driving will be achieved
using portable devices. This implies that increased security
measures should be considered in mobile or web applica-
tions that trigger critical vehicle control. As an example, the
best practices of mobile application security for the applica-
tion developer are published and these reports describe the
basic security considerations when developing an applica-
tion [91]. This type of document is useful when considering
the structure of a secure application. Of course, the develop-
ers need to examine the details of the code implementation
to avoid security risks based on the items in [91] because this
document does not describe details on how to implement the
application code securely.

4.4 V2X Security

Some car manufacturers have begun to provide vehicles
with V2X communications, including V2V and V2I com-
munications [92], [93]. These systems are expected to be
used for predicting dangerous situations to alert the driver
and automatically preventing an accident through message
from other vehicles or roadside units. Sending and receiving
of message communications are mainly achieved through
dedicated short-range communications.

From the security aspect regarding V2X, a message
mutually transmitted between vehicles (or vehicle and in-
frastructure) must be trustworthy because there are cases in
which the vehicle is only controlled by these messages. In
the Car 2 Car Communication Consortium [94], the security
level of V2X communications and protection methods was
discussed for a long time. The Trusted Assurance Level and
the security requirements at each level were defined [95].
Level 2 is the minimum level and this level is equal to Eval-
uation Assurance Level 4 in the Common Criteria used in
IT products and information systems. As an example of the
protection methods for V2X, the use of public-key cryptog-
raphy based infrastructure such as the Public Key Infrastruc-
ture (PKI) is considered to ensure the trustworthiness of the

message because of the ad-hoc communications in the case
of V2X communications [96].

In addition, the messages transmitted between vehicles
must be anonymous because these include private informa-
tion such as the driver location and vehicle status. Each
vehicle can regularly change its identifier every communi-
cation instance to make it harder for an attacker to identify
or follow a specific vehicle [97]. In [97], some challenges
were reported that remain on the vehicle side to achieve
anonymity based on PKI. For example, because many mes-
sages are transmitted in a crowded traffic situation, the vehi-
cle can receive hundreds of messages per second and must
verify the messages as soon as they are received. The mod-
ule must verify the signature at high speed. If such a module
is not installed, it may be difficult to achieve autonomous
control using the V2X systems especially in a situation that
requires rapid action to control the vehicle.

5. Back-End System Category

This section describes the cyber security related to the back-
end system. At this time, to the best of our knowledge, there
have not yet been any published investigation on the security
threats to back-end system that are inherent to connected
vehicles. The importance of the security problems related to
the back-end system for connected vehicles are equal to that
in the network services in the IT field because the system
is almost the same as those in the IT field. In this section,
we briefly describe possible security threats for the back-end
system in the automotive field.

5.1 DoS Attacks

In the field of the back-end systems such as back-end
servers, DoS attacks are serious and well-known at-
tacks [98]. If back-end servers for connected vehicles are
targeted by DoS attacks, the vehicle itself would not work
correctly and the attacks may affect the traffic network in-
frastructure when a real-time map is served to the vehicle
from the back-end servers. A DoS mitigation system must
be installed against such traditional attacks in the back-end
servers.

5.2 Cross Virtual Machine (VM) Side-Channel Analysis

As a kind of server cluster implementation configuration
used by service providers, there is a case that a cloud com-
puting system is used. The cloud computing systems have
begun to be applied to back-end systems in the automotive
field. In this case, the user shares physical memory with an-
other virtual machine user, and therefore, security problems
must be considered.

The cross VM side-channel attack is one of the secu-
rity risks for the cloud computing systems [99]–[101]. In
co-existing environments using a VM, there is a risk that
secret information can be extracted by such attacks. Fig-
ure 10 shows an image of the cross VM side-channel anal-
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Fig. 10 Image of cross VM side-channel analysis.

ysis. In this situation, the attacker can guess the secret in-
formation such as the encrypted key or the user secret data
used in the victim environment by monitoring the behavior
of shared cache memory and main memory and then per-
forming cache-timing attacks. In the back-end systems of
the service providers, critical data related to each user are
uploaded and a situation may occur in which some users
share the same cloud computing resources even when the
applications or the system are separate. Then, we consider
that the secure implementation must be performed to miti-
gate the attacks when the cryptographic algorithm is used in
the cloud computing environments [102].

6. Other Significant Contents for Connected Vehicle
Security

In this section, we introduce significant contents related to
vehicle security such as the concept of functional safety and
recent specifications or guidelines released around 2015 for
automotive security.

(1) Functional Safety

In the automobile field, functional safety, which is defined
in part 1 of ISO 26262 [103], is also significant. This safety
measure sometimes mitigate the cyber attacks, so, we briefly
mention it here. In functional safety, even when a system
failure occurs in a vehicle, the vehicle shifts to and maintains
a safe status. The vehicle also operates when the functional-
ity is reduced or limited when a system failure occurs. Such
functional safety is installed in vehicles and some kinds of
attacks can be thwarted by functional safety [11]. However,
functional safety is not sufficient for all kinds of attacks
and we must implement other means of security protection.
Thus, we must consider a balance of security and safety to
develop and install protection methods against cyber attacks.

(2) Guidelines for Automotive Security

Because more and more specifications of guidelines for au-
tomotive security have been published over several years,
we briefly mention them for reference in designing the au-
tomotive systems.

In 2015, Robert Bosch proposed Bosch SEP: Secu-
rity engineering process for automotive embedded sys-
tems [104]. Bosch SEP includes three phases that are
needed for the development of vehicle systems. This also
describes a security testing scheme such as fuzz testing and
invasive testing. In 2016, SAE published SAE J3061: Cy-
bersecurity Guidebook for Cyber-Physical Vehicle Systems
and provided the design techniques to mitigate cyber at-
tacks against vehicle systems in the development of its sys-
tems [105]. In 2017, car manufactures also presented re-
quirements for the embedded systems [106]. They insisted
that the implementation phase of the embedded systems is
the most significant for considering security. Thus, automo-
tive security guidelines were specified and published to cre-
ate a unified method to implement and develop embedded
systems.

7. Conclusions

This paper presented our perspective on cyber security for
connected vehicles based on a survey of recent studies re-
lated to vehicle security. We classified the environments
surrounding connected vehicles into three categories and in-
troduced a wide range of security risks and protection re-
quirements in each category. In the in-vehicle category, we
presented recent studies on security regarding the in-vehicle
protocols based on actual vehicle attacks and the major
protection methods based on multi-layer environments sur-
rounding connected vehicles. We also described the security
of physical car accessing devices or systems, that are used in
the immobilizer and keyless entry systems. In the communi-
cations category, we introduced threats and requirements re-
garding interface systems to outside networks such as the car
navigation system and telematics modules. Furthermore, we
showed that secure applications for remote control services
must be considered because vulnerabilities were previously
found and attackers were able to perform some abnormal re-
mote control. Finally, we briefly introduced aspects of V2X
security. In the back-end system category, to the best of our
knowledge, actual attacks on back-end system have not yet
been reported. In light of this, we introduced potential up-
coming threats to the servers in the automotive field that are
well known in the IT field. For example, we described tra-
ditional DoS attacks and cross VM side-channel analysis,
and indicated possible protection methods. We emphasized
that overall security covering the three categories must be
considered because serious accidents can be induced even
if one security item in the three categories is not covered as
described in each section. We also described the significant
contents for the connected-vehicle security such as the func-
tional safety which is originally installed in the vehicles and
the specifications or guidelines for vehicle security.

In conclusion, we believe that this paper will contribute
to better understanding through this overview of connected
vehicle security and help readers when they develop and
provide services, communications, and devices including
autonomous driving.
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