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SUMMARY In recent years, a rise in healthy eating has led to var-
ious food management applications which have image recognition func-
tion to record everyday meals automatically. However, most of the image
recognition functions in the existing applications are not directly useful for
multiple-dish food photos and cannot automatically estimate food calories.
Meanwhile, methodologies on image recognition have advanced greatly
because of the advent of Convolutional Neural Network (CNN). CNN has
improved accuracies of various kinds of image recognition tasks such as
classification and object detection. Therefore, we propose CNN-based food
calorie estimation for multiple-dish food photos. Our method estimates
dish locations and food calories simultaneously by multi-task learning of
food dish detection and food calorie estimation with a single CNN. It is
expected to achieve high speed and small network size by simultaneous
estimation in a single network. Because currently there is no dataset of
multiple-dish food photos annotated with both bounding boxes and food
calories, in this work we use two types of datasets alternately for training a
single CNN. For the two types of datasets, we use multiple-dish food pho-
tos annotated with bounding boxes and single-dish food photos with food
calories. Our results showed that our multi-task method achieved higher
accuracy, higher speed and smaller network size than a sequential model of
food detection and food calorie estimation.
key words: food calorie estimation, food dish detection, multi-task learn-
ing

1. Introduction

In recent years, owing to the rise in healthy eating, vari-
ous food photo recognition applications for recording meals
have been released. However, some of them need human
assistance for calorie estimation such as manual input and
the help of a nutrition expert. Additionally, even if it is au-
tomatic, food categories are often limited, or images from
multiple viewpoints are required. Recently, some applica-
tions have begun to estimate food categories from food pho-
tos automatically by image recognition. However, in the
case of multiple-dish food photos, as shown in Fig. 1, users
are required to take pictures one by one for each dish or to
crop single dishes manually from images, which takes time
and labor.

Meanwhile, in the research community of image recog-
nition, the methods using CNN monopolize the highest ac-
curacy of main tasks such as classification and object detec-
tion. Using these methods, it is possible to classify food cat-
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Fig. 1 Examples of multiple-dish food photos.

egories and detect single dishes one by one from multiple-
dish food photos.

In this work, we propose food calorie estimation for
multiple-dish food photos using CNN. Our model is trained
to perform multi-task learning of dish detection and food
calorie estimation so that it detects single dishes and esti-
mates food calories simultaneously from multiple-dish food
photos.

Ege et al. [1] proposed food calorie estimation from
food photos by learning of regression with CNN. They also
created a calorie-annotated food photo dataset for learning
of regression, which estimates food calories directly from
food photos. Since this approach does not depend on food
category classification, different food calories are estimated
for the same food category, which potentially makes it possi-
ble to account for the intra-food category differences. How-
ever, the input of this CNN corresponds only to the single-
dish food photos, and it is not possible to estimate the food
calorie of individual dishes one by one from multiple-dish
food photos. Therefore, in this work, for estimation of food
calories of each of multiple dishes, we integrate object de-
tection for multiple-dish food photos and food calorie es-
timation for single-dish food photos, and propose a new
method on simultaneous dish detection and calorie estima-
tion. Note that the output value of food calories by our net-
work is the calorie value per serving. In this work, regard-
less of the quantity of food in the photo, the food calorie
corresponding to the quantity of one dish is estimated.

A common object detection system estimates cate-
gories and bounding boxes, which identifies the position of
objects for each of the detected objects in a given image.
Using object detection for multiple-dish food photos, it is
possible to estimate bounding boxes and categories for each
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dish. By using object detection, dishes in a multiple-dish
food photo are expected to be detected one by one sep-
arately. With regard to object detection, it is possible to
achieve high precision and high speed using recent CNN-
based methods. In this work, we use an object detection
method based on CNN to detect single dishes from multiple-
dish food photos. Moreover, we build a network that es-
timates food calories and detects multiple dishes simulta-
neously. Although a method on object detection estimates
bounding boxes and categories in general, in this work, we
detect multiple dishes and estimate food calories simultane-
ously by learning the food calorie estimation task in addition
to object detection.

To summarize our contributions in this work, (1) we
propose food calorie estimation from multiple-dish food
photos, (2) we realize the multi-task learning of dish de-
tection and food calorie estimation with a single CNN and,
(3) because there is no dataset currently with both annotated
bounding boxes and food calories for each dish, we use two
datasets for multi-task learning of CNN, which are multiple-
dish food photos with bounding boxes and single-dish food
photos with food calories. Note that this paper is based on
our previous conference paper [2].

2. Related Work

Recently, various automatic food calorie estimation tech-
niques employing image recognition have been proposed.

Miyazaki et al. [3] estimated calories from food pho-
tos directly. They adopted image-search based calorie esti-
mation, in which they searched the calorie-annotated food
photo database for the top n similar images based on con-
ventional hand-crafted features, such as color histogram and
Bag-of-Features. They hired dietitians to annotate calories
on 6512 food photos which were uploaded to the commer-
cial food logging service Food-Log†. As with our approach,
their method estimates food calorie value per serving.

One of the CNN-based researches of detection of mul-
tiple food dishes is that of Shimoda et al. [4]. In [4], firstly,
region proposals are generated by selective search. Sec-
ondly, for each region proposal, the food area is estimated by
saliency maps obtained by CNN. Finally, overlapped region
proposals are unified by non-maximum suppression (NMS).
In practice, their method enables segmentation of the food
area. It can be applied to detection because segmentation
is a pixel-by-pixel classification. In addition to the above
work, Shimoda et al. [5] also proposed the method which
generates region proposals by CNN. In the work of Shimoda
et al. [5], firstly, region proposals are generated by saliency
maps obtained by CNN. Secondly, each region proposal is
classified. Finally, overlapping region proposals are unified
by non-maximum suppression.

Dehais et al. [6] proposed another method for food dish
segmentation. In their work, firstly, the Border Map which
represents rough boundary lines of a food region is obtained

†http://www.foodlog.jp/

by CNN. Then, the boundary lines of Border Map are re-
fined by the region growing/merging algorithm. On the
other hand, in our work, we use a CNN-based object de-
tection for multiple-dish food photos.

Im2Calories by Myers et al. [7] estimates food cate-
gories, ingredients, and the regions of each of the dishes
included in a given food photo and finally outputs food calo-
ries by calculation based on the estimated volumes and the
calorie density corresponding to the estimated food cate-
gory. In their experiments, they faced the problem that
the calorie-annotated dataset was insufficient and evaluation
was not sufficiently performed.

3. Proposed Method

This section describes our network for the multi-task learn-
ing of dish detection and food calorie estimation.

3.1 Multi-Task Learning of Dish Detection and Food
Calorie Estimation

We implement a network that estimates bounding boxes of
food dishes and their calories simultaneously by multi-task
learning of dish detection and food calorie estimation with a
single CNN. In other words, our network estimates bound-
ing boxes of dish regions, their categories, and their calories
from multiple-dish food photos. In this work, we use the
food calorie estimator proposed by Ege et al. [1], for image-
based food calorie estimation. We apply SSD [8] which is a
high-speed and highly accurate detection network to detect
dishes. As shown in Fig. 2, SSD has various scale output
features to gain robustness of the object scale.

As shown in Fig. 3, the network of SSD consists of
only convolution layers, takes an input image, and outputs a
feature map, so that the output holds position information.
Consequently, each pixel on the feature map of the output
corresponds to a certain region on the input image. Let S
be the width and height of the output feature map, bounding
boxes and categories of the object are estimated for each of
S × S grids on the input image. In general, object detection
method estimates object bounding boxes including coordi-
nates and sizes with class probabilities. Hence, let B be the
number of estimated bounding boxes for each grid and C be
the number of categories, the total number of channels of
the output feature map is defined as B × (4 +C).

Fig. 2 The architecture of SSD (This figure is quoted from [8]).
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Fig. 3 The output feature map of our network.

In this paper, we propose a network for multi-task
learning of dish detection and food calorie estimation. We
modify the network of SSD based on VGG16 [9] so that it
can output a food calorie value on each food bounding box.
To modify SSD, we carry out multi-task learning of food
calorie estimation as well as dish detection. In this proposed
method, we add the output layer of estimated food calories
as well as bounding boxes and categories so that our net-
work estimates food calories in addition to bounding boxes
and categories. Hence, the total number of channels of our
output feature map is defined as B × (4 +C + 1).

To estimate food calories for each of the estimated
bounding boxes, a food image dataset annotated with both
bounding boxes and the calorie values of the foods in each of
the bounding boxes is required. However, such datasets do
not exist at present [1]. Therefore, in this work, we create
calorie-annotated multiple-dish food photos with pseudo-
bounding boxes as shown in Fig. 4 using the following pro-
cedure. Firstly, a food image is prepared as a background
image. Secondly, some random size calorie-annotated food
images are embedded on the random positions. For smooth-
ing of the boundary, an alpha blending process is used to em-
bed calorie-annotated food images into a background. Then
the embedded image region is set as a ground-truth bound-
ing box.

3.2 Image-Based Food Calorie Estimation

In this work, we use image-based food calorie estimation
based on regression learning with CNN [1] to detect dishes
and estimate food calories simultaneously. The network
proposed by Ege et al. was limited to an input image with

Fig. 4 Example of calorie-annotated multiple-dish food photos with
pseudo-bounding boxes represented by red boxes (Chinese soup: 64 kcal,
beef curry: 647 kcal, nanbanzuke: 290 kcal).

a single-dish, and the estimated value of food calories cor-
responds to the amount for one person regardless of the
amount of food in the food image. On the other hand,
our network additionally supports multiple-dish food pho-
tos, and the value of the food calorie output is calorie value
per serving as in the case of [1]. Also, we use Eq. (1) accord-
ing to [1] as a loss function of the food calorie estimation
task.

Generally, in a regression problem, a mean square error
is used as the loss function; however, in this paper, we use
the loss function of Eq. (1). We denote Lab as an absolute er-
ror and Lre as a relative error, and Lcal is defined as follows:

Lcal = λreLre + λabLab, (1)

where λre and λab are the weight on the loss functions. The
absolute error is the absolute value of the difference between
the estimated value and the ground-truth, while the relative
error is the ratio of the absolute error to the ground-truth.
Let y be the estimated value of an image x and g be the
ground-truth, Lab and Lre are defined as follows:

Lab = |y − g| (2)

Lre =
|y − g|

g
(3)

We integrate these calorie loss functions, Lcal, with the
loss function of SSD [8], LS S D, for end-to-end training of
the proposed network.

L = LS S D + Lcal, (4)

where L is the total loss to be optimized.
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4. Dataset

Currently, there is no multiple-dish food photo dataset with
bounding boxes for object detection and food calorie esti-
mation. Therefore, we use two types of datasets for learn-
ing dish detection and food calorie estimation with a sin-
gle CNN. For the two types of datasets, we use UEC Food-
100 [10] which includes multiple-dish food photos attached
with bounding boxes, and a calorie-annotated food photo
dataset [1] which contains single-dish food photos with food
calories. Note that all the food categories of the calorie-
annotated dataset are included in the categories of UEC
Food-100.

Fig. 5 Examples of multi-label food photos in UEC Food-100 [10].

Fig. 6 Examples of calorie-annotated food photos of 15 food categories.

4.1 UEC Food-100

UEC Food-100 [10] is a Japanese food photo dataset with
100 food categories including multiple-dish food photos.
This dataset includes more than 100 single-dish food pho-
tos for each category, with a total of 11566 single-dish food
photos. This dataset includes 1174 multiple-dish food pho-
tos. All 12740 images in the dataset are annotated with
bounding boxes. Figure 5 shows examples of multi-label
images in UEC Food-100.

4.2 Calorie-Annotated Food Photo Dataset

In this work, we use calorie-annotated recipe data [1] col-
lected from commercial cooking recipe sites on the web and
the collected recipe data have food calorie information for
one person. In this work, we extend this dataset from 15
food categories to 50 food categories and create a total of
7687 images dataset. Figure 6 shows example photos with
food from 15 categories in a calorie-annotated food photo
dataset.

5. Experiments

We used both UEC Food-100 [10] and a calorie-annotated
food photo dataset for multi-task learning of dish detection
and food calorie estimation with a single CNN. The learn-
ing of the dish detection task and learning of the food calorie
estimation task were alternately performed by switching the
dataset by mini-batch. For the learning of the dish detection
task, UEC Food-100 and the loss terms related to the dish
detection task are used. On the other hand, for the learn-
ing of the food calorie estimation task, a calorie-annotated
food photo dataset of both single-dish and multiple-dish
with pseudo-bounding boxes and the loss terms related to
the food calorie estimation task are used.

We used SGD as an optimizater with a momentum of
0.9 and a mini-batch size of 32. We used 10−3 of learning
rate for 40,000 iterations and then used 10−4 for 10,000 iter-
ations. We adopted non-maximum suppression (NMS) and
fixed the Intersection-over-Union (IoU) threshold for NMS
at 0.5.

The weights of the loss term of Eq. (1), λre and λab,
were determined in the following way. Firstly, all the
weights of the loss terms are set to 1, and the model is
trained once. In the training, the values of the losses for each
iteration are preserved. Finally, the inverse of the average of
the loss values in all iterations is used as the weights for each
of the loss terms so that all the losses were equally reduced.
In the experiments, we set λre and λab as 1.12 and 0.00275,
respectively. Note that because the average of LS S D was
close to 1.0, we did not put a weight to the loss term of
SSD.
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Table 1 The results of food calorie estimation from single-dish food
photos.

re
l.

er
r.(

%
)

ab
s.

er
r.(

kc
al

)

≤2
0%

er
r.(

%
)

≤4
0%

er
r.(

%
)

Single-task [1] 30.2 105.7 43 76
Multi-task [1] 27.9 94.1 48 80

Detection+Calorie estimation (ours) 26.6 89.4 51 79

Table 2 Comparison of execution speed and model size. The sequen-
tial model is a two stage process of SSD [8] and image-based food calorie
estimation [1].

speed (msec) model size (MB)
Sequential model 104.8 (77.6+27.2) 796 (136.9+659)

Multiple-dish (ours) 73.5 137.4

5.1 Food Calorie Estimation from Single-Dish Food Pho-
tos

In this experiment, we used 70% of calorie-annotated
single-dish food photos and 10k multiple-dish food pho-
tos with pseudo-bounding boxes for the training of the
food calorie estimation task, and 30% of calorie-annotated
single-dish food photos for the evaluation.

Note that considering the number of test images per
food category, we used food photos included in the 15 food
categories of Fig. 6 for evaluation. In addition, the test im-
ages are single-dish food photos; therefore, as a final output,
we used an estimated bounding box with the highest scores
for the class probability that is the presence of each object
category.

Following Ege et al. [1], we used several evaluation
values, including an absolute error, a relative error and a
ratio of the estimated value within the relative errors of 20%
and 40%. We evaluated the absolute error representing the
differences between estimated values and the ground-truth,
and the relative error representing the ratio between the ab-
solute error and the ground-truth.

Table 1 shows the results of food calorie estimation for
single-dish food photos. In comparison with the food calo-
rie estimation [1] that estimates food calories and food cate-
gories simultaneously using multi-task learned VGG16 [9],
our proposed method outperformed the previous method ex-
cept for 40% error ratio.

In addition we showed the execution speed and model
size of our network in Table 2. We prepared the follow-
ing sequential model for comparison. Firstly, we extract a
bounding box of a food dish by SSD [8], and crop the re-
gion corresponding to the bounding box. Then, we input the
cropped image into the image-based food calorie estimation
network [1] in order to estimate the value of food calories in
the image.

The execution speed of our network with an input im-
age with a size of 300 × 300 and mini-batch of 1 is approxi-

Fig. 7 Examples of calorie-annotated multiple-dish food photos.

mately 73.5 ms on a GTX 1080 Ti. Additionally, the size of
our network that detects dishes and estimates food calories
is 137.4 MB, while the size of VGG16-based calorie esti-
mation network is 659MB and the size of original SSD is
136.9 MB.

5.2 Food Calorie Estimation from Multiple-Dish Food
Photos

Unfortunately, no standard dataset on calorie-annotated
multiple-dish food photos exists. For evaluating the perfor-
mance of the proposed method for multiple-dish food pho-
tos, we prepared calorie-annotated multiple-dish food pho-
tos by using calorie-annotated life-sized food cards†. Note
that since the volumes of foods in the food cards are normal-
ized to a serving for one person, calorie estimation of them
is easier than real food photos in general.

Firstly, 30 single-dish food cards included in the 15
food categories of Fig. 6 are selected. Secondly, the 30
single-dish food photos and 50 multiple-dish food photos
composed of 25 two-dish photos and 25 three-dish photos
are taken by a camera. The food cards of multiple-dish
food photos are randomly selected from the 30 single-dish
food cards. Finally, bounding boxes and total food calo-
ries are annotated for each food photos. The average value
of total food calorie of single-dish and multiple-dish are
400kcal and 966kcal, respectively. Figure 7 shows exam-
ples of calorie-annotated multiple-dish food photos.

†http://www.gun-yosha.com/book/{ryori.html,
balanceguide.html, gaishokucard.html}
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Table 3 The results of both food detection and food calorie estimation
from multiple-dish food photos.
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Single-dish (top1) 28.2 106.0 46.7 76.7 100.0 100.0
Single-dish (threshold) 32.7 110.4 43.3 73.3 93.8 100.0

Multiple-dish (threshold) 29.7 292.3 40.0 70.0 85.7 86.4

5.3 Calorie-Annotated Food Photo Dataset

In this experiment, we used the model used in Sect. 5.1 and
newly created single-dish and multiple-dish food photos for
evaluation of performance of both food detection and food
calorie estimation. To prevent redundant bounding boxes
from being detected, we used only the estimated bounding
boxes the class probability of which are higher than a fixed
threshold value. We empirically fixed the threshold value as
0.3.

For evaluation of food detection, we used both of the
precision and the recall of bounding box detection. We de-
fined true positive as IoU ≥ 0.5, which is the ratio of an inter-
section of the estimated and ground-truth bounding boxes to
their union. If there is more than one true positive bounding
box for a ground-truth, one is considered as true positive and
the others are false positive. For evaluation of food calorie
estimation for multiple-dish food photos, we calculate total
food calories from the sum of the food calories of each of
the estimated bounding boxes and use the same evaluation
metrics as Sect. 5.1.

Table 3 shows the results of both food detection and
food calorie estimation for single-dish and multiple-dish
food photos. Single-dish (top1) is the result in which we
used the criteria of selecting only the bounding box with
the highest class probability in the same way as the experi-
ments in Sect. 5.1. The absolute error of multiple-dish pho-
tos shown in the table was calculated as the average value of
the differences between the total estimated food calories and
the ground-truth calories within each multiple-dish photo.
The estimated total food calories are strongly influenced by
detection errors including false-positive, false-negative and
partially detected regions. This is the main reason why the
absolute error of multiple-dish was much larger than single-
dish, but the relative error of multiple-dish is smaller than
single-dish.

6. Conclusions

In this work, we proposed food calorie estimation from
multiple-dish food photos by multi-task learning of dish de-
tection and food calorie estimation with a single CNN. Cur-
rently, there exists no dataset of multiple-dish food pho-
tos annotated with bounding boxes and food calories. We
used UEC Food-100 [10] for the learning of food detection

task and calorie-annotated food photos [1] for the learning of
food calorie estimation task. In addition, for evaluating per-
formance for multiple-dish food photos, we prepared newly
calorie-annotated multiple-dish food photos.

As future work, we plan to construct large-scale
calorie-annotated multiple-dish food photo dataset. In ad-
dition, we plan to realize food calorie estimation taking ac-
count of food volume because the current method estimates
the standard calorie value per serving and cannot estimate
calorie values for a large or small serving of dishes.
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