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A Personalised Session-Based Recommender System with
Sequential Updating Based on Aggregation of Item Embeddings

Yuma NAGI†, Nonmember and Kazushi OKAMOTO††a), Member

SUMMARY The study proposes a personalised session-based recom-
mender system that embeds items by using Word2Vec and sequentially
updates the session and user embeddings with the hierarchicalization and
aggregation of item embeddings. To process a recommendation request, the
system constructs a real-time user embedding that considers users’ general
preferences and sequential behaviour to handle short-term changes in user
preferences with a low computational cost. The system performance was
experimentally evaluated in terms of the accuracy, diversity, and novelty of
the ranking of recommended items and the training and prediction times
of the system for three different datasets. The results of these evaluations
were then compared with those of the five baseline systems. According to
the evaluation experiment, the proposed system achieved a relatively high
recommendation accuracy compared with baseline systems and the diver-
sity and novelty scores of the proposed system did not fall below 90% for
any dataset. Furthermore, the training times of the Word2Vec-based sys-
tems, including the proposed system, were shorter than those of FPMC and
GRU4Rec. The evaluation results suggest that the proposed recommender
system succeeds in keeping the computational cost for training low while
maintaining high-level recommendation accuracy, diversity, and novelty.
key words: information recommendation, collaborative filtering, session
data, distributed representation, k-nearest neighbor algorithm

1. Introduction

Recommender systems are designed to support and augment
decision-making for situations where a person needs to make
a choice about a given option without sufficient personal
experience [1]. Two basic approaches are used by recom-
mender systems, including content-based filtering and col-
laborative filtering [2]. Although the effectiveness of these
methods has been demonstrated by both industrial and aca-
demic communities, Wang et al. discussed some drawbacks
in terms of their application to histories of interactions [3].
Session-based recommender systems (SBRSs) have been
studied to consider histories of interactions in general rec-
ommender systems. Studies on SBRS have increased since
2014 [3], and various types of systems have been proposed,
such as factorisation machine-based approaches [4], shallow
neural network model-based approaches [5]–[9], and deep
neural network model-based approaches [10]–[13].

SBRS covers two scenarios: one where user IDs are
attached to interactions or sessions, and one where they are
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not [14]. The former is also known as personalised SBRS
or session-aware recommender system, which use the user’s
past session information as input [15]. Sequential recom-
mendation, closely related to the personalised SBRSs, is
typically defined as the task of predicting the next item a user
will browse or buy, based on a list of the user’s previous inter-
actions [16]–[21]. Such recommendation focuses and excels
at predicting a user’s long-term preferences; in contrast, the
personalised SBRSs are particularly adept at predicting a
user’s short-term preferences. In the personalised SBRSs,
information of both users and items are generally used in the
recommendation model. However, in terms of sequential
recommendation, Grbovic et al. found that the recommenda-
tion model incorporating user and item information showed a
faster decline in prediction (recommendation) accuracy over
time than the models based solely on item information [22].
This issue is caused by short-term changes in user prefer-
ences. To deal with the issue requires the frequent updating
of the recommendation model and consideration of appro-
priate updating intervals.

Our motivation lies in reducing the computational costs
associated with updating the recommendation model in per-
sonalised SBRSs, aiming to address the user’s short-term
preference shift problem through a simplified approach. The
key idea is online learning which generates user embeddings
for recommendation from item embeddings. In this study,
we propose a personalised SBRS that embeds items using
Word2Vec and sequentially updates the session and user em-
beddings with item embeddings for each browsed item. We
assume that a session is a set of ordered items and model user
interactions as a set of ordered sessions for each user; there-
fore, there is a hierarchical relationship among the items, ses-
sions, and users embeddings under this assumption. This re-
lationship is defined by aggregation operations. As a similar
model, Wang et al. proposed the hierarchical representation
model for next basket recommendation [23], but the model
requires the reconstruction of user embeddings to handle
short-term changes in user preferences. For a recommenda-
tion request, the proposed system constructs an embedding
of a user, called a real-time user embedding based on the
similarity between session and user embeddings, and this
embedding is used to search for recommended items. This
usage is expected to improve recommendation accuracy with
low computational cost.

We performed a recommendation experiment in which
we predicted the next item given partial-session data using
five baseline systems and three benchmark datasets to eval-
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uate the effectiveness of the proposed SBRS in terms of
accuracy, diversity, novelty, and computational cost. In the
experiment, hit ration (HR) and mean reciprocal rank (MRR)
were measured as accuracy metrics for the generated rank-
ing of the recommended items. In addition, two measures
proposed by Hu et al. [24] and Wang et al. [12], diversity and
novelty metrics, respectively, were applied for the ranking.
The computational times were measured for model training
and prediction of a next-item. Finally, we discuss the base-
line and proposed systems based on experimental results.

This paper is organized as follows. Section 2 reviews
related work. Section 3 describes the details of the proposed
SBRS. Section 4 explains the conditions for the recommen-
dation experiment. Section 5 compares and discusses the
experimental results in terms of accuracy, diversity, novelty,
and computational cost.

2. Literature Review

2.1 Tasks of SBRSs

SBRSs (including personalised SBRSs) use session data as
input. Wang et al. [3] categorised the session as (a) a set
of items collected or consumed in an event or certain pe-
riod (e.g., a receipt for purchasing items at a store) and (b)
a sequence of actions or events in a certain period (e.g., a
browsing history when shopping for items on an e-commerce
site). In (a), intra-session relations are unordered, whereas
inter-session relations are ordered. In (b), both intra- and
inter-session relations are order relations. In this study, we
consider the task of recommending the next item in a brows-
ing sequence of different items; therefore, a “session” is
assumed, as defined in (b). To distinguish this from (b), in
this study, we refer to it a “basket” or “transaction” for (a).
In SBRS studies, there are three main tasks:

• next interaction (item) recommendation: a task of pre-
dicting which item a user will browse next in the current
session, given only partial session information.

• next partial-session recommendation: a task of predict-
ing which items a user will browse to complete the
current session.

• next session (basket) recommendation: a task of pre-
dicting which a user will purchase items in the next
session (basket).

There is a difference between sequential recommendations
and SBRSs in terms of the length of sequences they handle,
with SBRSs typically dealing with shorter sequence lengths.
For example, in the context of sequential recommendation
scenarios [18], [20], [21], the range of the average sequence
lengths in the datasets used was between 6 to 165, whereas in
the case of SBRSs [19], it was between 2.5 to 5.5. Therefore,
it is difficult to directly compare the experimental results of
sequential recommendation with those of SBRSs. In addi-
tion, there is another difference: sequential recommendation
is interested in a user’s long-term preferences, whereas SBRS
is interested in a user’s short-term preferences.

2.2 Approaches of SBRSs

As introduced in Introduction, a user’s short-term prefer-
ence shift leads to a faster decline in recommendation ac-
curacy over time. To address this issue, it is necessary to
frequently update the recommendation model. Transformer-
based SBRSs, in particular, have been assessed through a
process of incremental training and evaluation [19]. In the
study by Moreira et al. [19], it has been suggested that while
Transformer-based SBRSs demonstrated high levels of rec-
ommendation accuracy, there are instances where k-nearest-
neighbour (k-NN) approaches achieved comparable levels
of recommendation accuracy depending on the datasets and
evaluation metrics. Moreover, in the context of sequential
recommendation, similar trends have been suggested in the
study by Latifi et al. [21]. Therefore, in SBRSs, it can be
considered that k-NN is one of the powerful approaches.

Training deep learning models often require substan-
tial computational resources. In contrast, k-NN based ap-
proaches skip a training process, if they are set up to calculate
similarities between sessions and items. This characteristic
facilitates ease of implementation and operation. This study
focuses the k-NN based approaches for personalised SBRSs.

2.3 k-NN Approaches for SBRSs

In the k-NN based approaches, a key challenge is to com-
pute the similarities between sessions and items effectively.
Up to now, several methods have been proposed, such as S-
KNN [25], V-SKNN, S-SKNN, SF-SKNN [26], STAN [27],
and VSTAN [28], but these methods do not treat users dif-
ferently and are generally non-personalised. In general, per-
sonalised recommendations offer a more valuable experience
tailored to individual users. One approach for personilised
SBRSs based on k-NN is usage of embedding techniques.

In natural language processing, Word2Vec [29] and
GloVe [30] are one of the typical word-embedding models
with additive compositionality that provides a function for
obtaining meaningful compound words by adding embedded
words. Barkan and Koenigstein proposed Item2Vec [31],
which is an application of Word2Vec for item purchase his-
tory. Previous studies have attempted to apply Item2Vec
to recommender systems and have validated its effective-
ness [32]–[34]. Moreover, several studies have focused
on word-embedding models with additive compositionality,
which have been validated in natural language processing
tasks, and have applied them to SBRSs [8], [22], [36], [37].
In particular, in the task of predicting the next item to be
purchased given the item a user is currently viewing, Be-
havior2Vec [8] outperformed Prod2Vec [22] and FPMC [4]
in terms of recommendation accuracy.

One advantage of the application of Word2Vec and
GloVe to user and item embeddings is their low compu-
tational costs to obtain embeddings compared with matrix
factorisation and deep neural network approaches. Grbovic
et al. [22] proposed user2vec, which simultaneously embeds
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users and items, inspired by Paragraph2Vec [35], an applied
model of Word2Vec. According to their results in recom-
mendation of k-NN items for an input user in the feature
space, the user information contributed to an improvement
of recommendation accuracy, but the user information de-
teriorates prediction accuracy faster over time than the item
information. Therefore, there is a the challenge that frequent
updating of the user embedding are required to maintain
prediction accuracy. Conversely, if user embeddings can be
generated from item embeddings as online learning, the fre-
quency with which the user embedding is updated may be
expected to be reduced.

3. Proposed SBRS

In this study, we propose a personalised SBRS with a hierar-
chical aggregation of the embeddings of items, sessions, and
users, based on Word2Vec which has a property of additive
compositionality. The property is useful to obtain mean-
ingful compound words by adding embedded words. The
proposed system adapts Word2Vec by replacing words with
items and, expecting similar effects on item embeddings,
uses a linear combination of these embeddings.

Let U and V be sets of m users and n items registered
in the system, respectively. The t-th observed session of
user u ∈ U in the order of their item browsing is defined as
S(t)
u =

{
v
(t)
1 , v

(t)
2 , · · · , v

(t)
i , · · ·

}
, v(t)i ∈ V . For the (t + 1)-th

session of the user u, the observation up to the i-th item is
given as S(t+1)

u =
{
v
(t+1)
1 , v

(t+1)
2 , · · · , v(t+1)

i

}
. In this study,

we address the prediction task for the next browsing item
v
(t+1)
i+1 . A recommender system generates a ranking of k

recommended items R(t+1)
u ⊂ V ,

���R(t+1)
u

��� = k, to predict

v
(t+1)
i+1 .

3.1 Construction and Update of Session, User, and Real-
Time User Embeddings

Let the dimensionality of item embeddings be d. The
proposed system applies Word2Vec as an item-embedding
function fθ : V −→ Rd , and its parameter θ is learned
by using the observed session data for all users S ={

Su1,Su2, · · · ,Sum

}
, Su =

{
S(1)
u ,S

(2)
u , · · · ,S(t)

u

}
. Using

learned item embeddings, the proposed system constructs
and updates three embeddings, including session, user, and
real-time user embeddings. The details are described as fol-
lows. In addition, Fig. 1 shows the flow of the construction
and update processes of the session and user embeddings.

3.1.1 Session Embedding

Session embedding is a distributed representation of S(t)
u and

its role corresponds to sequential behaviour. The t-th session
embedding s(t)u ∈ Rd of user u is initially set to

s(t)u = fθ
(
v
(t)
1

)
(1)

Fig. 1 Proposed system: construction and update flow of each embedding

and is updated with

s(t)u = α1 s
(t)
u + α2 fθ

(
v
(t)
i

)
(2)

for each observation item during the session, where α1, α2 ∈
[0,1] is the importance. This update, a linear combination
of embeddings of the current session and the observed item,
is considered the ordering relationship because the session
embedding differs depending on the order in which items are
browsed.

Each browsing item is updated; thus, the computational
cost of the importance calculation should be as low as pos-
sible. In this study, we propose the following two methods
for calculating importance.

• Similarity-based method considers sequential be-
haviour with the similarity between an item browsed
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and the current session. The method determines α1, α2,
such as α1 = α, α2 = 1 − α, using a weight α ∈ [0,1],

α =
(
cos

(
fθ

(
v
(t)
i

)
, s(t)u

)
+ 1

)
÷ 2, (3)

where cos (x, y) is the cosine similarity for two vectors
x, y ∈ Rd . In the applications of Word2Vec [29], co-
sine similarity is widely used to calculate similarities,
and we also use it for similarity calculation.

• Order-difference decay (exponential decay) method,
inspired by the method of session-based wide-in-wide-
out for session context embedding proposed by Hu et
al. [24], considers an approach to reduce the importance
of items browsed more in the past. The method deter-
mines α1, α2 as α1 = exp(−λ), α2 = 1 with the decay
constant λ, a hyperparameter of the exponential decay.

3.1.2 User Embedding

User embedding is a distributed representation updated by
the context C(t)

u =
{
S(t−c+1)
u , · · · ,S(t−1)

u ,S(t)
u

}
, at the end of the

session S(t)
u , where C(t)

u is the set of past c sessions including
the latest session. The role of user embedding is to consider
the general preferences. We assume that general preferences
can be estimated from past sessions that are strongly related
to current behaviour (the latest session).

The user embedding zu ∈ Rd of user u is initially set to

zu = s(1)u , (4)

and is updated using one of the following two methods
• weighted average

zu =

(
c∑
i=1
β(t−c+i)

)−1 c∑
i=1

(
β(t−c+i) s(t−c+i)u

)
, (5)

• weighted sum

zu =
c∑
i=1

(
β(t−c+i) s(t−c+i)u

)
, (6)

at the end of the session, where β(t−c+1), · · · , β(t−1), β(t) ∈
[0,1] denotes the importance of the past c sessions. The
general preference is estimated by aggregating past sessions
based on their importance. Because similar sessions are con-
sidered to contain common preferences, the proposed system
determines the importance β using cosine similarity. The im-
portance values of the past c sessions β(t−c+1), · · · , β(t−1), β(t)

are defined as

β(i) =
(
cos

(
s(t)u , s

(i)
u

)
+ 1

)
÷ 2,

i = t − c + 1, · · · , t − 1, t, (7)

and the importance of similar past sessions is set to be high.

3.1.3 Real-Time User Embedding

A real-time user embedding is a distributed representation

that combines the latest session embedding s(t)u and the user
embedding zu , which reflect sequential behaviours and gen-
eral preferences, respectively. This embedding is calculated
when a recommendation request in session S(t)

u has arrived.
In this study, we propose a low-computational-cost embed-
ding method to generate rankings of recommended items for
many users at any time. The proposed method determines
the importance of each factor based on the cosine similarity
between the latest session and user embeddings.

Let the weight γ ∈ [0,1] be γ =
(
cos

(
s(t)u , zu

)
+ 1

)
÷2.

This method uses γ to construct a real-time user embedding
ru ∈ Rd for user u,

ru = γ1 s
(t)
u + γ2 zu, (8)

by using a linear combination of the latest session and user
embeddings. The weight γ is used to determine γ1, γ2 such
that γ1 = γ, γ2 = 1 − γ.

3.2 Search for Recommended Items

The proposed system uses the k-nearest neighbour algorithm
to search the vector space around the real-time user em-
bedding ru and generates a ranking of recommended items
R(t+1)
u ⊂ V . The k-nearest neighbour algorithm outputs an

ordered subset (ranked list) of V as in NNV : (ru, k) 7→
{v1, v2, · · · , vk} ⊂ V , R(t+1)

u = NNV (ru, k), for a real-time
user embedding ru , a set of items V , and number of neigh-
bours k. The order is determined by the cosine similarity
between ru and fθ(v),∀v ∈ {v1, v2, · · · , vk}.

4. Experiment

In this study, we performed a recommendation experiment
in which we predicted the next item using partial session
data using five baseline systems and three session datasets to
evaluate the effectiveness of the proposed SBRS in terms of
accuracy, diversity, novelty, and computational cost.

4.1 Used Session Datasets

In this experiment, we used the three datasets recorded using
real-world services. These datasets differ in terms of the total
number of users, items, and item categories considered.

4.1.1 Details of Used Datasets

The three datasets used in this experiment were as follows.

• Trivago† comprised user sessions over a one-week pe-
riod on the hotel search site. The dataset contained
ten types of behaviours, such as item browsing, rating,
and image selection. In this experiment, we only used
the logs of behaviours corresponding to item browsing
(clicked items and interactions for item information and
image).

†https://recsys.trivago.cloud/challenge/dataset/
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Table 1 Attributes of the session datasets used in the experiment

• REES46† contained behaviour data from a large multi-
category online store. This dataset included seven
months of log data. However, in this experiment, we
only used three days (March 1, 2, and 3, 2020) of logs,
about twice as much as the amount of Trivago’s logs,
since the data size was the limit of our computing re-
sources. In addition, several types of behaviours such
as viewing and adding items to the cart are recorded,
but only view behaviour was used.

• DIGINETICA†† consisted of user sessions extracted
from an e-commerce site search engine logs over six
months. The dataset differed from the other datasets
because it included anonymous users without user IDs.
In this experiment, logs of anonymous users were also
used as inputs of the system.

These datasets consisted of logs with the four attributes listed
in Table 1 and corresponded to the set of session data (each
user would never have the logs for multiple sessions or items
at the same time).

4.1.2 Preprocessing for Datasets

Li et al. used DIGINETICA to evaluate SBRSs and prepro-
cess it by removing items with fewer than five appearances
and sessions with a length of one [11]. In this experiment,
the same preprocessing was applied to all three datasets.

In this study, we considered recommender systems
should not predict the same item that the user browsed previ-
ously (the previous item). Therefore, in this experiment, the
item that appeared consecutively in a session were treated as
a single item. Accordingly, each system was adjusted so that
the ranking of the recommended items did not include the
previous item. Multiple records of non-consecutive views of
the same item within one session were retained because re-
peated recommendations are useful as reminders [15], [28].

Furthermore, if a session consisted of multiple user IDs,
the user IDs of all logs within the session were replaced as
the first user ID to appear in the session log. As a sup-
plement, there are three possible approaches to treat such
session: removing the session; replacing these user IDs to a
specific user ID (our case); dividing the session by each user
ID and assign new session IDs. Depending on the error pro-
cess during data collection, we assumed that errors occurred
during the assignment of session IDs and we applied the
above preprocessing. In this study, such sessions constituted
only 0.3% of the total, and we consider that this preprocess-

†https://www.kaggle.com/mkechinov/ecommerce-behavior-
data-from-multi-category-store/

††https://competitions.codalab.org/competitions/11161/

Table 2 Statistics of the session datasets used in the experiment

Table 3 Variations of the proposed system

ing does not affect the experimental results. Anonymous
users of DIGINETICA were treated as those who had only
one session and assigned dummy user IDs: each anonymous
user was assigned a unique ID, resulting in the number of
anonymous users being equal to the number of their ses-
sions. Table 2 lists the statistics for each dataset after such
preprocessing.

4.2 Baseline and Proposed Systems

Five baseline systems were applied in this experi-
ment, including POP, S-POP, FPMC, GRU4Rec, and
Word2Vec+kNN (SG: Skip-gram / CB: Continuous Bag-
of-words). The proposed system was evaluated for the four
types listed in Table 3. For details of the algorithms of
FPMC [4] and GRU4Rec [10], please refer to the original
papers. Details of POP, S-POP, and Word2Vec+kNN are
provided as follows.

4.2.1 POP

POP is a global population-based system that recommends
the most frequently observed items in a training set. Let
S′ = {S1,S2, · · · ,Si, · · · } ⊂ S be a session set and VS′

∪ =∪
Si ∈S′

Si ⊂ V be the union set of items in S′. For a session

set S′ and ranking size r , the function POP outputs a subset
of VS′

∪ as POP : (S′,r) 7→ {v1, v2, · · · , vl} ⊂ VS′
∪ where

l = min
(
r,

���VS′
∪

���) and vi ∈ {v1, v2, · · · , vl} is the i-th most
frequently observed item in S′. POP generates popular item
rankings from SU =

∪
u∈U

Su , the session data of all users.

The ranking is denoted by R(t+1)
u = POP (SU, k). Note that

if POP (SU, k) contains the previous item, then the (k+1)-th
most frequently observed item is moved up to R(t+1)

u .

4.2.2 S-POP

S-POP is a local population-based system that recommends
the most frequently observed items in a session S(t+1)

u to
which the target item v(t+1)

i+1 belongs. The system gener-
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ates a popular item ranking in S(t+1)
u denoted by R(t+1)

u =

POP
({

S(t+1)
u

}
, k

)
. If the number of appearances of va

is equal to that of vb in S(t+1)
u and the number of appear-

ances of va is less than that of vb in POP (SU, k), then
the system ranks va, vb in POP

({
S(t+1)
u

}
, k

)
according to

the order of POP (SU, k). That is, the ranking in R(t+1)
u

is determined by the priorities of the intra-session relation
and the overall ranks. Furthermore, if

���R(t+1)
u

��� < k is sat-
isfied, the most frequently observed item is obtained from
POP (SU, k) \ POP

({
S(t+1)
u

}
, k

)
, and is added at the end of

the ranking until
���R(t+1)

u

��� = k is satisfied.

4.2.3 Word2Vec+kNN

Item2Vec, as proposed by Barkan et al., applies a skip-gram
model with the negative sampling used in Word2Vec [29]
to product purchase history [31]. The simplest approach to
the SBRS using Item2Vec is to recommend the k-neighbour
items closest to the last item browsed in the feature space.
However, the Item2Vec approach cannot be directly applied
to session data. Item2Vec considers the basket data and
spatial and temporal information of an input sequence as
not included in its objective function, which differs from
Word2Vec. Thus, directly applying Item2Vec’s objective
function which ignores item order is not suitable because the
target of this study is session data and a session is a time
series. Hence, we used the original objective function of
Word2Vec [29],

1
K

K∑
i=1

∑
−w≤ j≤w, j,0

log p
(
vi+j | vi

)
, (9)

where K denotes the session size and w is the window
size. In short, we applied Word2Vec+kNN, which con-
sists of Word2Vec and the k-nearest neighbour algorithm as
a baseline system using only item embeddings inspired by
Item2Vec.

In the grid search for the hyperparameters in this exper-
iment, the window size parameter w equal to the maximum
session size is a candidate value. This case corresponds to
Item2Vec’s assumption that any item pair in the same session
is similar. In addition to the skip-gram model, the continuous
bag-of-words model [38] was also evaluated.

4.3 Evaluation Metrics of Accuracy, Diversity, and Novelty

In this study, we used HR@k, MRR@k, DIV@k, and
MCAN@k, which have been used in previous studies on
SBRS [10], [12], [24] as evaluation metrics in terms of rec-
ommendation accuracy, diversity, and novelty.

Let P ⊂ U × V be a set of pairs p =
(
u, v(t+1)

i+1

)
for

a target item v(t+1)
i+1 in the (t + 1)-th session S(t+1)

u for user
u ∈ {u1,u2, · · · } in the testing set. In addition, the number

of target items was defined as N = |P |. It should be noted
that each system could fail to generate the ranking of the
recommended items R(t+1)

u owing to the lack of required
information. In such a case, the elements of P partially
differ among the systems because they adopt the policy of
excluding the corresponding pairs p from P.

• HR@k, an accuracy metric, measures the de-
gree to which the target item is observed in
R(t+1)
u

(���R(t+1)
u

��� = k
)
. HR@k is defined as

HR@k =
1
N

∑
(u,v)∈P

���{v} ∩ R(t+1)
u

��� . (10)

• MRR@k, an accuracy metric, considers the rank of
each recommended item. As a rank function, rank :(
R(t+1)
u , v

)
7→ r ∈ [1, k], which returns the rank r of

item v in R(t+1)
u , MRR@k is defined as

MRR@k =
1
N

∑
(u,v)∈P

1

rank
(
R(t+1)
u , v

) . (11)

For v < R(t+1)
u with a given p = (u, v), Eq. (11) is com-

puted as 1/rank
(
R(t+1)
u , v

)
= 0. If rank

(
R(t+1)
u , v

)
= k

for the target p = (u, v), its HR@k is 1 but its MRR@k
is 1/k. For v ∈ R(t+1)

u , MRR@k penalizes the predic-
tion with low confidence (e.g., k-th) over predictions
with high confidence (e.g., 1 st).

• DIV@k, a diversity metric, is based on the non-
overlapping rate of pairs of recommended items rank-
ings for all targets P as proposed by Hu et al. [24]. All
recommended items rankings for P are arranged and
numbered R = {R1,R2, · · · ,RN }. DIV@k is then de-
fined as

DIV@k =
2

N (N − 1)
∑
i,j

(
1 −

��Ri ∩ Rj

����Ri ∪ Rj

��
)
. (12)

DIV@k is not an evaluation of each target, but rather
an overall evaluation of the diversity of the rankings
of recommended items for all target outputs based on
calculating the average non-overlapping rate for all of
these combinations.

• MCAN@k, a novelty metric, is based on the non-
overlapping rate of pairs between context items and
the ranking of recommended items [12]. Let the con-
text items Vp ⊂ V for the target p = (u, v) be Vp =∪
S∈C(t+1)

u

{v | v ∈ S}. MCAN@k is defined as

MCAN@k =
1
N

∑
p∈P

©­­«1 −

���Vp ∩ R(t+1)
u

���
k

ª®®¬ . (13)

MCAN@k has a higher score, where the larger the size
of the unknown items R(t+1)

u \ Vp for user u of target
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Table 4 Average and maximum session size of the session datasets

p = (u, v), which indicates that the metric corresponds
to a novelty metric. Some studies had approximately
determined novelty based on the popularity of recom-
mended items [28]. However, it is not generally true
that unpopular items are novel items for each user. In
contrast, MCAN@k assumes that items with no contex-
tual relevance are novel. This metric considers whether
an item is unknown to the user based on each user’s
observation. Therefore, we consider the novelty of the
item to be highly plausible.

4.4 Hyperparameter Tuning

The input of FPMC is basket data, an unordered set, but ses-
sion data comprising an ordered set were used in this study.
Therefore, each session was divided into several consecutive
items until they could be regarded as a basket (granularity
that allows for negligible ordering relationships) to adapt
the data format of this study to that assumed by FPMC. In
this experiment, we uniquely defined split size as a hyperpa-
rameter to determine the number of consecutive items. For
example, if the split size was 2, a session consisting of four
items is considered as two baskets.

The candidates for the window size of Word2Vec+kNN
vary depending on the dataset used. Based on the average
and maximum session sizes for each dataset listed in Ta-
ble 4, four window sizes were used as candidates, including
the minimum window size of two, [a] ± 1, with an average
session size a, and a maximum session size. The final case is
equivalent to using the objective function of Item2Vec [31].
The optimal hyperparameters of Word2Vec+kNN were di-
rectly applied to the hyperparameters related to Word2Vec
in the proposed system.

The hyperparameters of the baseline and proposed sys-
tems are listed in Table 5.

4.5 Experimental Procedure

For each dataset and system combination, the experimental
procedure was as follows.

1. We divided the entire dataset into training, validation,
and testing sets based on timestamps such that the vali-
dation and testing sets contained about 10,000 sessions.
In this experiment, we created five different training,
validation, and testing sets by shifting the split times.

2. We set the target items as the last items of each session
included in the validation and testing sets.

3. We performed hyperparameter tuning of each system
by using the training and validation sets. MRR@k was

Table 5 Hyperparameters of the baseline and proposed systems

used as a metric to determine the optimal hyperparam-
eters. In this process, hyperparameters are determined
independently in each fold, which means different hy-
perparameters may be selected for each fold. We eval-
uated the ranking of recommended items generated for
each target item in the validation set.

4. In the optimal hyperparameters determined in Step 3,
we calculated the four evaluation metrics using the new
training sets, which are concatenated from the training
and validation sets, and the testing sets. We then eval-
uated the ranking of recommended items generated for
each target item in the testing set.

5. The evaluation in Step 4 was performed for five differ-
ent training and testing sets; therefore, five evaluation
scores were obtained. The final evaluation value was
the average of these five scores.

Regarding Step 1, several previous studies have divided a
dataset into session series for each user and utilized the last
session as the testing set, the second to the last session as
the validation set, and the remaining sessions as the training
set. However, this splitting method may cause data leakage
because future information may be used for predictions in
the validation and testing sets unless the time axes of all the
users’ session series are coincidental.

Note that because POP and S-POP do not have hyperpa-
rameters, for these cases, each dataset was split into training
and testing sets in Step 1, and the hyperparameter tuning in
Step.3 was skipped. The process flow of the experiment is
illustrated in Fig. 2.
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Table 6 Recommendation accuracy of the baseline and proposed systems

Fig. 2 Experimental procedure for the evaluation experiment

5. Results and Discussion

The evaluation results for each system using the four eval-
uation metrics corresponding to recommendation accuracy,
diversity, and novelty are described and discussed. The re-
sults for the system’s learning time and the recommendation
generation time for one target (prediction time) are also eval-
uated.

5.1 Analysis of Accuracy

Table 6 presents the evaluation results of the recommenda-
tion accuracy using HR@20 and MRR@20 for the baseline
and proposed systems, respectively. The best scores for each
dataset are highlighted in bold and underlined. Further-
more, Fig. 3 presents the results of the Tukey HSD test for
HR@20 and MRR@20. From Table 6, it may be observed
that GRU4Rec was among the top three for all metrics and
datasets. In addition, FPMC outperformed GRU4Rec by
more than six points on HR@20 in Trivago but did not
outperform on the other metrics and datasets. According
to Fig. 3, for Word2Vec architecture, no significant differ-
ences were observed between Word2Vec+kNN (SG) and
Word2Vec+kNN (CB) for all datasets and metrics.

As shown in Table 6, ignoring the differences in type,
the proposed system, an extended approach of item em-
bedding by Word2Vec, outperformed Word2Vec+kNN, es-
pecially MRR@20. For example, Proposed-SIM (SG)
outperformed Word2Vec+kNN (SG) by 5.5 points for
Trivago, 1.8 points for REES46, 3.5 points for DIGI-
NETICA on MRR@20 with significant differences. Other
types of the proposed system consistently outperformed
Word2Vec+kNN on MRR@20 with significant differences.
In contrast, for HR@20, there were some cases of im-
provements in the scores with the significant differences be-

Fig. 3 Tukey HSD test for HR@20 and MRR@20 (green: significant
difference (α = 0.05), red: no significant difference)

tween the proposed system and Word2Vec+kNN. Proposed-
ODD (CB) significantly outperformed Word2Vec+kNN in
REES46 and Trivago for HR@20.

When comparing the types of systems proposed, it is
often difficult to see significant differences in the HR@20
scores; however, a noticeable trend, such as a difference
of over 4 points in the MRR@20 score between Proposed-
ODD (SG) and Proposed-SIM (SG) for Trivago, was ob-
served. The experimental results indicate that the selection
of the appropriate (SIM/ODD, SG/CB) pairs in variants of
the proposed system, in terms of recommendation accuracy,
depends on the dataset and metrics used. Hence, such iden-
tification should be carried out using methods such as cross-
validation.

Furthermore, it may be seen that there were some
cases where the proposed system achieved the same level
of HR@20 and MRR@20 as GRU4Rec (ex. Proposed-ODD
(CB) for REES46) if the appropriate type could be deter-
mined. Therefore, we expect that the proposed system would
perform close to GRU4Rec by determining the session up-
date method and Word2Vec architecture. Note that, Pereira
et al. used the REES46 dataset in their study [19], Trans-
formers4Rec, and measured the performance of GRU4Rec,
while the data periods differed. According to the findings,
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Fig. 4 Transition of HR@k for k ∈ {1, 2, · · · , 20}

Fig. 5 Transition of MRR@k for k ∈ {1, 2, · · · , 20}

GRU4Rec reported HR@20 scores ranging from 43.15 to
44.14%, and other kNN-based SBRSs used in their study
achieved higher HR@20 scores compared to GRU4Rec.
This trend is similar to that observed in our study, which
implies that our experimental results are reasonable.

Figures 4 and 5 show the score transitions of HR@k and
MRR@k for k ∈ {1,2, · · · ,20}, respectively. The horizontal
and vertical axes represent the ranking sizes of the recom-
mended items k, and the scores of HR@k and MRR@k,
respectively. As shown in Fig. 5, similar to the results in Ta-
ble 6, the proposed system outperformed Word2Vec+kNN
for all k. According to these results, the proposed aggrega-
tion approach of item embeddings contributed to improving
the recommendation accuracy of Word2Vec-based SBRSs.

5.2 Analysis of Diversity and Novelty

The results for DIV@20 and MCAN@20, which are the

metrics of diversity and novelty, are presented in Table 7.
The best scores for each dataset are highlighted in bold and
underlined. Furthermore, Fig. 6 presents the results of the
Tukey HSD test for DIV@20 and MCAN@20. From Ta-
ble 7, for all datasets, GRU4Rec, Word2Vec+kNN (SG /
CB), and Proposed-SIM/ODD (SG / CB) achieved diver-
sity scores greater than 99%. For example, DIV@20 of
Proposed-SIM (SG) in Trivago was 99.97%, and for the
recommended items ranking, it was equivalent to finding
a common item by repeating 167 attempts to find com-
mon items in another ranking. Thus, there were very few
cases in which the same item was recommended repeatedly.
DIV@20 scores of Proposed-SIM/ODD (SG / CB) were not
significantly different from those of Word2Vec+kNN (SG /
CB) but these scores were high-level; therefore, the proposed
system exhibited improved recommendation accuracy while
maintaining diversity.

POP consistently achieved almost the best novelty
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Table 7 Diversity and novelty of the baseline and proposed systems

Table 8 Runtime of the baseline and proposed systems

Fig. 6 Tukey HSD test for DIV@20 and MCAN@20 (green: significant
difference (α = 0.05), red: no significant difference)

scores for all datasets but the worst accuracy scores.
Word2Vec+kNN (SG / CB) achieved high-level scores
within 2.9 points for POP, and Proposed-SIM/ODD (SG
/ CB) were inferior to Word2Vec+kNN (SG / CB) but
high-level in the baseline systems on Trivago and DIGI-
NETICA (there were significant differences). Additionally,
MCAN@20 scores of Proposed-SIM/ODD (SG / CB) out-
performed those of GRU4Rec in many cases with signifi-
cant differences. According to these results, as discussed
for DIV@20, the proposed system succeeded in improving
the recommendation accuracy by extending Word2Vec+kNN

(SG / CB), while maintaining novelty.
In contrast, among the four types of the proposed sys-

tems, the differences in the DIV@20 and MCAN@20 scores
were within one and two points, respectively, while signifi-
cant differences were found in many cases of the MCAN@20
scores. Therefore, the selection of the session update method
and Word2Vec architecture did not affect diversity and nov-
elty.

In summary, although the proposed system achieved a
relatively higher recommendation accuracy among the base-
line systems, its diversity and novelty scores did not fall
below 90% for many cases. Therefore, the proposed sys-
tem was considered to be less affected by the nature of the
dataset. We conclude that the proposed system has achieved
relatively high-level recommendation accuracy without re-
ducing diversity and novelty.

5.3 System Runtime Evaluation

The measured training and prediction times for the baseline
and proposed systems are listed in Table 8. The specifica-
tions of the machine used included a dual Intel Xeon Pro-
cessor E5-2650v3 (2.30 GHz), 64 GB RAM, GeForce GTX
1080Ti, and Ubuntu 20.04.2, and the GPU was only used for
the measurement of GRU4Rec.

In this experiment, FPMC required a maximum of 2.5
hours for training, and its prediction times were the worst of
all systems, expect Proposed-ODD (CB). Word2Vec+kNN
(SG / CB) and Proposed-SIM/ODD (SG / CB) required
262 to 1,076 of times longer training times than popularity-
based systems. However, these times are 3 to 300 of times
shorter than those of FPMC and GRU4Rec. The training
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times of the proposed system were affected by the choice
of Word2Vec architecture. The training times of Proposed-
SIM/ODD (SG) were up to three times longer than those
of Proposed-SIM/ODD (CB), depending on the dataset size.
The prediction times for the four types of the proposed sys-
tem, Proposed-SIM/ODD (SG / CB), were up to 5.5 times
longer than those for Word2Vec+kNN (SG / CB), owing
to the additional processing required to calculate real-time
user embedding. In Table 8, GRU4Rec achieved shorter
prediction times compared to the proposed system, and the
prediction time is a weakness of the proposed system, since
it generates real-time user embedding for each recommen-
dation request.

These results indicate that the advantage of the pro-
posed system lies in its shorter training time compared to
FPMC and GRU4Rec, while maintaining high-level recom-
mendation accuracy, diversity, and novelty. This shorter
training time is advantageous for frequent updates of the rec-
ommendation model and embeddings, which is essential to
overcome the problem of short-term changes in user pref-
erences. In addition, such updates are necessary when new
items or users are registered to the recommender system, and
the short training time is also beneficial in this regard.

6. Conclusion

In this study, we proposed a personalised SBRS that embeds
items using Word2Vec [29] and sequentially updates the ses-
sion and user embeddings with a hierarchical aggregation of
the item embeddings. The proposed system is designed to
address short-term changes in user preferences by introduc-
ing real-time user embedding. Its advantages are that it can
generate user embedding from item embedding without hav-
ing to compute the user embedding from scratch, and it is
a simple process to compute another embedding from the
Word2Vec embedding.

According to the evaluation experiment, the proposed
system achieved a relatively high recommendation accuracy
compared with baseline systems. Furthermore, the diver-
sity and novelty scores of the proposed system did not fall
below 90% for many cases. Regarding the runtime of the
system, the training times of the Word2Vec-based systems,
including the proposed system, were shorter than those of
FPMC [4] and GRU4Rec. The evaluation results suggest
that the proposed system succeeded in keeping the compu-
tational cost for training low while maintaining high-level
recommendation accuracy, diversity, and novelty.

Nevertheless, this study involves several limitations.
The experimental results of this study were based on an of-
fline evaluation using benchmark session datasets rather than
an online evaluation of a real working system. Therefore,
the robustness of the proposed system to short-term changes
in user preferences should be evaluated in actual operation.
In addition, the proposed system computes all session, user,
and real-time user embeddings using item embeddings; thus,
these embeddings exist in the same vector space. It is pos-
sible to measure the distances between instances in different

hierarchies. However, in this study, we only evaluated the
performance of an item search using real-time user embed-
ding. The use of other embeddings and the validation of
their effectiveness remain and application of approximate
neighborhood search methods to improve prediction time as
topics for future work.
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