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Cross-Corpus Speech Emotion Recognition Based on Causal
Emotion Information Representation∗
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SUMMARY Speech emotion recognition (SER) is a key research tech-
nology to realize the third generation of artificial intelligence, which is
widely used in human-computer interaction, emotion diagnosis, interper-
sonal communication and other fields. However, the aliasing of language
and semantic information in speech tends to distort the alignment of emo-
tion features, which affects the performance of cross-corpus SER system.
This paper proposes a cross-corpus SER model based on causal emotion
information representation (CEIR). The model uses the reconstruction loss
of the deep autoencoder network and the source domain label information
to realize the preliminary separation of causal features. Then, the causal
correlation matrix is constructed, and the local maximum mean difference
(LMMD) feature alignment technology is combined to make the causal
features of different dimensions jointly distributed independent. Finally,
the supervised fine-tuning of labeled data is used to achieve effective ex-
traction of causal emotion information. The experimental results show that
the average unweighted average recall (UAR) of the proposed algorithm is
increased by 3.4% to 7.01% compared with the latest partial algorithms in
the field.
key words: cross-corpus speech emotion recognition, causal representation
learning, domain adaptation

1. Introduction

Speech and paralanguage recognition technology has always
been the research focus in the field of human-computer in-
teraction, it is of great significance in computer intelligence.
For a single corpus, the accuracy of machine speech emotion
recognition (SER) has exceeded the human level [1]. How-
ever, when the training and testing set are from different cor-
pus, the system performance of cross-corpus recognition de-
teriorates significantly, which means that cross-corpus SER
is still the key problem to be solved in the process of practical
application of emotion recognition technology.

Manuscript received December 4, 2023.
Manuscript revised March 4, 2024.
Manuscript publicized April 12, 2024.

†Key Laboratory of Grain Information Processing and Con-
trol, Ministry of Education, Henan University of Technology,
Zhengzhou, 450001, China.

††School of Communication Engineering, Nanjing Institute of
Technology, Nanjing, 211167, China.
†††IFLYTEK Research, Hefei, 230088, China.

∗This research project was founded in part by Natural Science
Project of Henan Education Department (No. 22A520004 and No.
22A510001), Innovative Funds Plan of Henan University of Tech-
nology (2022ZKCJ13), National Natural Science Foundation of
China (No. 62001215), Open project of scientific research platform
of Henan University of Technology Grain Information Processing
Center (No. KFJJ2023011).

a) E-mail: jackfu_zz@163.com
DOI: 10.1587/transinf.2023EDL8087

In recent years, research on cross-corpus SER has fo-
cused on solving the problem of sample space imbalance
caused by multi corpus sources, and a variety of techniques
such as subspace, adversarial and domain adaptive have been
used to solve this problem. Zhang and Li et al. [2], [3] in-
troduced the source domain and target domain features into
a new subspace to eliminate the differences between dif-
ferent corpus. Gao et al. [4] used the domain adversarial
training method to constrain the intra-class variation of the
same emotion feature. In domain adaptation, Zhang et al. [5]
used the adaptive method to learn the regression matrix by
comprehensively considering the marginal probability dis-
tribution and conditional probability distribution between
training and testing set. Zhuang et al. [6] adopted a deep
domain adaptation method and combined with subdomain
adaptation to achieve fine-grained feature distribution align-
ment. However, these methods still face challenges. Firstly,
factors like differences in sample size and language lead to
feature distribution is poorly aligned, restricting the effec-
tiveness of transfer. Secondly, classical acoustic statistical
features often incorporate substantial non-emotional infor-
mation, diminishing the model’s recognition capabilities.

To address the above challenges, this paper proposes
a cross-corpus SER method based on causal emotion infor-
mation representation (CEIR). In this paper, we attempt
to separate the non-causal information of features [7], and
then improve the transfer performance. Firstly, using the
labeled information from the source domain and the re-
construction loss of the deep autoencoder network, causal
features are separated. Secondly, a causal decomposition
matrix is constructed, combined with the local maximum
mean difference (LMMD) feature alignment techniques, en-
suring the joint distribution independence of causal features’
dimensions while addressing feature distribution discrepan-
cies. Lastly, incorporating supervised fine-tuning with la-
beled data from the source domain ensures that the classifi-
cation task, encompassing all causal information, is causally
sufficient.

2. Methods

Existing studies have shown that causality can obtain more
effective feature information. Based on the research of [8]–
[10], causal features should meet three properties: separation
of causal and non-causal features; causal feature dimension
independence; the original features and labels must have a
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Fig. 1 Cross-corpus speech emotion recognition model framework based on CEIR.

causal relationship. Figure 1 shows the algorithmic process.

2.1 Feature Extraction and Normalization

The experiments extract 1,582-dimensional features based
on the configure of IS10 [11] by the openSMILE [12] tool.
It includes 34 basic low-level descriptors (LLDs), i.e., Mel-
frequency cepstral coefficient (MFCC), line spectrum pair
(LSP), loudness and 34 corresponding delta coefficients.
Based on these LLDs, 21 statistical functions are applied to
obtain 1,428 features. Additionally, applying 19 statistical
functions to the 4 pitch-based LLDs and their correspond-
ing delta coefficients results in 152 features. The onset of
pitch and durations of utterances are added into the final two
features, resulting in a total of 1,582 features. Then, these
features are normalized to accelerate model convergence.

2.2 Feature Processing and Transfer

2.2.1 Separation of Causal and Non-Causal Features

Some domain-specific information such as individual dif-
ferences and languages in SER, which cannot determine the
emotional category of the input samples, are considered non-
causal information. CEIR uses two deep autoencoders to
reduce the dimensionality of features in the source and tar-
get domains and separate label and domain-related features
to some extent. This process utilizes a symmetric encoder-
decoder structure to achieve data reconstruction. The encod-
ing and decoding process is as follows:

h = f (W · x + b) (1)
x′ = f (W′ · h + b′) (2)

where x is the input sample feature, f (·) is the activate func-
tion, W and b are the weight matrix and bias used in the

encoding process, while W′ and b′ correspond to the decod-
ing process, h is the encoding output and x′ is the decoded
output.

The reconstruction error for this process uses the mean
square error (MSE), and the loss is constructed as follows:

Lre =
1
n

n∑
i=1

∥x − x′∥2 (3)

2.2.2 Causal Feature Dimensions Are Independent

After feature processing, each dimension of the features
needs to be independent of each other, which is realized by
using the causal correlation matrix and subdomain adapta-
tion. The dimensions consistent with the original features are
obtained by autoencoding the source domain features, and
the correlation matrix is constructed to measure the correla-
tion of the same dimension and the independence of different
dimensions of the features before and after reconstruction.
The correlation matrix is designed as follows:

Mi j =

⟨
foi , f

d
j

⟩


foi 

 


fdj 


 , i, j ⊆ 1,2, . . . ,D (4)

where fo and fd represent the original feature and the de-
coded feature, respectively, and D represent the feature di-
mension. The correlation matrix is optimized into unit ma-
trix I, and the causal relationship between features and labels
is obtained, causal loss is defined as follows:

Lcau = ∥M − I∥2
F (5)

By minimizing the causal loss, the diagonal elements of
the correlation matrix can be 1, the non-diagonal elements
can be 0, and isolating causal features while concurrently
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ensuring the joint distribution independence among feature
dimensions.

In order to improve the discrimination of target domain
features, LMMD [13] is introduced on the basis of causal-
ity to learn more common features in the same sentiment
category. LMMD is defined as follows:

LLMMD =
1
c

c∑
c=1




∑ wsΦ(xsi ) −
∑
wtΦ(xtj)




2

H
(6)

where H is the Reproducing Kernel Hilbert Space (RKHS),
Φ(·) indicates that the original sample is mapped to a certain
feature map of the RKHS, xs and xt respectively represent
the source domain features and target domain features output
by the encoder, while ws and wt represent the corresponding
weights.

2.2.3 The Original Features and Labels Must Have a Causal
Relationship

In order to successfully perform the classification task, the
representation should be causally sufficient. The simplest
way to do this is to use the features generated by the de-
coder to perform emotion classification in the source do-
main, extract causal information, the loss for source domain
classification is designed as follows:

Lcls = − 1
B

B∑
i=1

5∑
c=1

yic log(ŷic) (7)

where B represents the batch size in the training process, yi
is an one-hot vector indicating the label of xi , ŷic denotes
the predicted probability that the sample belongs to category
c sentiment type.

2.3 Loss and Joint Optimization

Stochastic gradient descent (SGD) is used to optimize the
loss function until the model converges, with the specific
algorithm details provided in Table 1.

Table 1 Joint loss.

3. Experiment

3.1 Experimental Setup

To evaluate the performance of the proposed model, three
commonly used databases were selected for extensive ex-
perimentation, including Berlin [14], eNTERFACE [15] and
CASIA database [16]. Six cross-corpus SER tasks are de-
vised using three emotion corpus, the specific task settings
are shown in Table 2.

In six tasks, the learning rate and batch size are set
respectively to 0.001 and 32. The iteration round is set to
5,040. The unweighted average recall (UAR) is used as the
evaluation index to assess the effects of different models.
UAR is a popular evaluation index in the field of emotion
recognition.

3.2 Analysis and Discussion of Results

3.2.1 Ablation Experiments and Visualized Analysis

In order to evaluate the rationality of the model, the ablation
experiment in Fig. 2 and the visual analysis in Fig. 3 are
established.

Intuitively from Fig. 2, CEIR performs optimally across
six tasks, and ignoring any one of the algorithms will degrade
the performance, which indicates that several algorithms
combined in this paper are effective. In the visualization
experiments using B-e as an example, where different colors
represent distinct feature types. In (a), without causal and
LMMD processing, features lack clear classification and ex-
hibit unclear boundaries. Contrastingly, in (b), features un-
dergo causal correlation analysis, resulting in more potent

Table 2 Task setting for cross-corpus speech emotion recognition.

Fig. 2 Ablation experiments.
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Fig. 3 Visualized analysis.

Table 3 The comparison of UAR for different algorithms.

representations and showcasing clear classification effects.

3.2.2 Comparative Experiment

In order to further evaluate the advancement of the algo-
rithm, the proposed algorithm is compared with the most
advanced algorithms in the field. These algorithms are trans-
fer sparse discriminant subspace learning (TSDSL) [2], joint
distribution adaptive regression (JDAR) [5], domain adver-
sarial neural network (DANN) [17], and deep autoencoder
subdomain adaptation (DASA) [6].

Observing Table 3, firstly, methods based on deep do-
main adaptation achieve better performance. Secondly, our
proposed algorithm outperforms in multiple tasks, especially
demonstrating significant improvement in the C-B task. Ul-
timately, across six tasks, CEIR surpasses other algorithms
by 3.4% to 7.01% in average UAR.

4. Conclusion

To improve cross-corpus SER, this paper introduces a
method based on CEIR. Using deep autoencoder networks,
this approach separates causal features from domain and
label features. The causal decomposition matrix ensures in-
dependent feature distributions, while LMMD feature align-
ment addresses distribution differences. In the final training
phase, supervised fine-tuning maximizes the use of causal
information. Experimental results show that causal learning
enhances the ability of cross-corpus emotion recognition.
This research has laid a solid foundation for subsequent work
in related fields and provided valuable insights for the prac-
tical application of SER and cross-corpus recognition tasks.
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