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PAPER
A Ranking Information Based Network for Facial Beauty Prediction

Haochen LYU†, Jianjun LI† ,††a), Yin YE†††, Nonmembers, and Chin-Chen CHANG††††, Member

SUMMARY The purpose of Facial Beauty Prediction (FBP) is to au-
tomatically assess facial attractiveness based on human aesthetics. Most
neural network-based prediction methods do not consider the ranking in-
formation in the task. For scoring tasks like facial beauty prediction, there
is abundant ranking information both between images and within images.
Reasonable utilization of these information during training can greatly im-
prove the performance of the model. In this paper, we propose a novel
end-to-end Convolutional Neural Network (CNN) model based on rank-
ing information of images, incorporating a Rank Module and an Adaptive
Weight Module. We also design pairwise ranking loss functions to fully
leverage the ranking information of images. Considering training efficiency
and model inference capability, we choose ResNet-50 as the backbone net-
work. We conduct experiments on the SCUT-FBP5500 dataset and the
results show that our model achieves a new state-of-the-art performance.
Furthermore, ablation experiments show that our approach greatly con-
tributes to improving the model performance. Finally, the Rank Module
with the corresponding ranking loss is plug-and-play and can be extended to
any CNN model and any task with ranking information. Code is available
at https://github.com/nehcoah/Rank-Info-Net.
key words: ranking information, facial beauty prediction, computer vision,
deep learning

1. Introduction

Facial attractiveness plays a significant role in our daily lives
and has attracted much attention from scholars who have con-
ducted extensive research on the subject [1], [2]. In recent
years, people have become increasingly concerned about
their facial beauty. It is worth noting that having a more
beautiful appearance can give individuals an advantage in
various aspects of life, such as public speaking, presenta-
tions, job interviews, and career opportunities. With the
advancement of computer technology, there has been a shift
towards utilizing computers to assess people’s appearance,
giving rise to Facial Beauty Prediction (FBP). FBP aims to
automatically evaluate facial attractiveness based on human
aesthetics standards. It can also be applied in conjunction
with practical tasks such as face beautification [3], [4], auto-
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matic face make-up [5], and plastic surgery [6].
In recent years, there have been significant break-

throughs in FBP tasks. These methods can be broadly
categorized into two types: handcrafted feature-based and
deep learning-based approaches. In the earlier studies, re-
searchers evaluated facial attractiveness based on heuristics
rules, such as facial landmarks, facial texture representa-
tions, symmetry and golden ratio proportions [7]. However,
these methods had limitations and lacked fine-grained ex-
traction and application of facial features. With the flour-
ishing of deep learning, it has demonstrated unique ca-
pabilities in various domains, including facial beauty pre-
diction. Various types of Convolutional Neural Networks
(CNN), such as VGG [8], ResNet [9], MobileNet [10]–[12],
EfficientNet [13], etc., have been applied to FBP tasks. The
powerful feature extraction ability of these networks allows
for a more comprehensive measurement of facial beauty.
Specifically, facial beauty prediction methods can roughly
be divided into regression methods and classification meth-
ods. Regardless of whether it is classification or regression,
most researchers are dedicated to optimizing the feature ex-
traction methods of CNN networks or exploring better ways
to utilize the extracted facial features to achieve higher ac-
curacy. Additionally, most facial beauty prediction datasets,
such as the SCUT-FBP5500 dataset [14], are obtained by
collecting ratings from a large number of volunteers, which
serve as the corresponding ground truth. Some researchers
utilize the label distribution from all volunteers’ ratings for
each image and employ Label Distribution Learning (LDL)
to optimize the performance of the model [15], [16].

However, for tasks such as facial beuaty prediction and
most scoring tasks, both classification and regression meth-
ods fail to effectively or even utilize the potential ranking
information of images. We have also noticed that some re-
searchers have applied pairwise ranking methods to facial
beuaty prediction tasks [17], [18], but these methods require
two backbone networks in the training process in order to in-
troduce ranking loss, which increases the model parameters
and extends the training time. Therefore, we propose a new
end-to-end model based on ranking information, which only
requires one backbone network in both training and testing
stages. The overall framework is shown in Fig. 1. We add a
Rank Module and an Adaptive Weight Module to the tradi-
tional convolutional neural networks and design a methods to
extract ranking information and the corresponding pairwise
ranking loss functions to fully utilize the uderlying rank-
ing information in the images. The outputs of the classifier

Copyright © 2024 The Institute of Electronics, Information and Communication Engineers
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Fig. 1 The architecture of our proposed model (some graphic templates come from the GitHub
repository ml-vision [19]), where an adaptive weight module and a rank module are added after the
feature encoder. The classifier is a fully connected layer. The adaptive weight module and the rank
module consist of fully connected layers, a GELU activation layer and a dropout layer. The outputs
of the classifier, adaptive weight module, and rank module are denoted as f , w, and r respectively.
The attractiveness distribution generated from the original data and from the classifier are respectively
labeled as q and q̂. The final output of the network is denoted as p.

and the Rank Module are integrated through the Adaptive
Weight Module to obtain predicted scores. Considering the
inference capability and training efficiency required for ex-
tracting ranking information, we finally choose ResNet-50
as the backbone network for our experiments in this paper.
The Rank Module is responsible for learning the ranking
information of the images, while the classifier learns the
label distribution, and the regression loss is used to con-
strain the overall predicted scores. We test our method on
the SCUT-FBP5500 dataset [14] and obtain exciting results.
The experimental results show that our model achieves a
new state-of-the-art performance. Ablation experiments also
demonstrate the crucial effect of the proposed Rank Module
and the pairwise ranking loss functions on improving accu-
racy of the model. Furthermore, our proposed Rank Module
is plug-and-play and can be extended to any convolutional
neural networks, while the methods of extracting ranking
information and the pairwise ranking loss functions can be
applied to most tasks with ranking information, including
various scoring tasks and age estimation tasks, etc.

The main contributions of this paper can be summarized
into three points:

• We propose a novel end-to-end network based on rank-
ing information. This model extends the traditional
Convolutional Neural Networks (CNN) by incorporat-
ing a Rank Module and an Adaptive Weight Mod-
ule, along with corresponding pairwise ranking loss
functions. The model demonstrates transferability, as
the Rank Module and Adaptive Weight Module can
be seamlessly integrated into any CNN-based network
model. Moreover, the ranking information-based ap-

proach can be applied to any task that involves ranking
information.

• Compared to other methods based on ranking informa-
tion, our proposed model only requires one backbone
network. Under the same backbone network conditions,
our approach addresses the issue of excessive model pa-
rameters during the training phase, saving training time
while also achieving better performance.

• We conducts various experiments on the SCUT-
FBP5500 dataset and the final results achieves a new
state-of-the-art performance. Additionally, the results
from ablation experiments demonstrate that our method
significantly improves the performance of the network.

This paper is structured in a manner that includes an
overview of the related work in Sect. 2, followed by a de-
tailed description of our proposed method in Sect. 3. The
experimental results are presented in Sect. 4 and Sect. 5 pro-
vides a conclusion of our study. Finally, some development
plans, funds and institutions are acknowledged at the end.

2. Related Work

2.1 Pairwise Method of Ranking

Learning to Rank is widely applied for document ranking,
such as recommendation algorithms, and can be roughly di-
vided into three methods: Pointwise, Pairwise, and List-
wise. Many researchers have summarized these meth-
ods [20], [21]. In the Pairwise approach, numerous applica-
tions have emerged, including Ranking SVM [22], Rank-
Boost [23], RankNet [24], LambdaRank [25], and so on.
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With the development of deep learning, some researchers
have applied these ranking methods, especially the pairwise
methods, to various fields. The introduction of Siamese
networks [26] has paved the way for the application of pair-
wise methods in computer vision. Its dual-branch network
structure provides conditions for obtaining pair information.
Therefore, most researchers choose similar network struc-
tures when migrating pairwise methods to other tasks to
facilitate pair information extraction. Gattupalli et al. [27]
carefully selected images from the AVA dataset and con-
structed a new dataset of image pairs with relative labels.
They also proposed a neural network-based method to train
the ranking information. Lin et al. [18] also proposed a
general convolutional neural network architecture based on
the Siamese network’s framework and applied the pairwise
method to the facial beauty prediction task.

2.2 Facial Beauty Prediction

Before the popularity of deep learning, researchers primar-
ily used traditional methods for facial beauty prediction, in-
cluding studying facial symmetry, texture features of the
face and the golden ratio proportion. However, these meth-
ods had significant limitations as they lacked fine-grained
feature extraction of facial characteristics and lacked a rela-
tively systematic feature extraction approach, leading to poor
performance. With the development of deep learning, a se-
ries of evaluation methods based on Convolutional Neural
Network (CNN) have emerged.

Gray et al. [28] initially proposed a feature extraction
method similar to CNN, eliminating the need for manual
annotation of facial features for prediction. After the intro-
duction of the VGG network [8], Xu et al. [29] applied it to
facial beauty prediction tasks. Inspired by psychology, Xu
et al. [30] introduced a hierarchical model called PI-CNN,
using a cascaded fine-tuning approach to optimize predic-
tors. Liang et al. [31] combined deep convolutional networks
based on scattering transform with facial texture and shape
features, proposing the RegionScarNet model. To address
the issue of fixed-parameter convolutional kernels failing
to fully utilize facial attributes, Lin et al. [32] introduced
AaCNN, which can adaptively adjust the kernel size of the
network. Xu et al. [33] proposed CRNet, which can simul-
taneously perform classification and regression tasks. Xu et
al. [34] introduced a hierarchical multi-task network capable
of simultaneously identifying the gender, race, and facial at-
tractiveness of face images. Similarly, Xu [35] developed the
multi-task model, which can automatically recognize facial
attractiveness scores and gender. Lin et al. [17] presented
R2-ResNeXt, which shared the weights of two ResNeXt net-
works [36] and used ranking loss to optimize network perfor-
mance during training. Subsequently, they proposed a gen-
eral CNN architecture called R3CNN [18], which considers
facial beauty prediction as a ranking-guided regression prob-
lem, using two CNNs to simultaneously perform ranking and
regression tasks. Fan et al. [15] reshaped facial attractive-
ness as a label distribution learning problem and proposed

an end-to-end framework, incorporating low-level geometric
features for feature-level fusion. Later, Liu et al. [16] intro-
duced a lightweight end-to-end FBP method, which achieved
promising results by training with an improved label distri-
bution learning approach based on [15]. Wei et al. [37]
proposed a method that utilizes facial landmarks to com-
pute facial features with a low computational cost. Saeed
et al. [38] proposed FIAC-Net, which is a light deep con-
volutional neural network for facial images attractiveness
assessment. Later, they [39] integrated three regression-loss
functions to capitalize on the unique traits of each loss func-
tion in the facial beauty prediction. Bougourzi et al. [40]
proposed an architecture with two backbones (2B-IncRex)
and introduced a parabolic dynamic law to control the be-
havior of the robust loss parameters during training. Yang et
al. [41] aimed to train a model for assessing facial beauty us-
ing transfer learning while also using the fine-grained image
model to separate similar images by first learning features.

3. Method

In this section, we will provide a detailed description of our
proposed method. To make full use of the ranking infor-
mation of images, this paper extends the pairwise method
to the Facial Beauty Prediction (FBP) task. In tasks where
there is a sequential ranking relationship between samples,
it is evident that the reasonable utilization of these rank-
ing information during the training process will improve the
performance of the model.

3.1 Network Architecture

To better integrate the pairwise method into FBP tasks, we
optimize the traditional neural network architecture. As
shown in Fig. 1, we take ResNet50 as backbone network
and add a Rank Module and an Adaptive Weight Module.
Specifically, we utilize the Adaptive Weight Module to ad-
just the contributions of the classifier and the Rank Module,
and combine them with weighted summation to obtain the
final result. The classifier consists of a single fully connected
layer, while the Adaptive Weight Module and the Rank Mod-
ule are composed of fully connected layers, a GELU acti-
vation layer, and a Dropout layer. We apply the pairwise
method to the Rank Module. Additionally, we draw inspi-
ration from [16] and apply the label distribution learning to
the classifier. Finally, we constrain the integrated output of
the Adaptive Weight Module using regression methods.

3.2 Label Distribution Learning

In most datasets for facial beauty prediction, multiple indi-
viduals rate the same images and the ground truth score is
determined by taking the average of their ratings. In the
SCUT-FBP5500 dataset, all images were rated by 60 vol-
unteers on a scale of 1 to 5. This dataset is also used in
the experimental part of this paper and detailed information
about the dataset will be provided in Sect. 4.1. To make
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these ratings informative for facial beauty prediction, we fol-
low [16] and apply label distribution learning. At the image
level, we can calculate the mean µ and variance σ of all
volunteer ratings for each image. Using these statistics as
reference, we model the label distribution corresponding to
each image using a Gaussian distribution. Considering net-
work inference capability and training efficiency, we choose
a sampling interval of ∆l = 0.05. This means we divide the
range [1, 5] into 80 equal intervals and perform 80 sampling
iterations within the range. Suppose the current sampling
interval is Ij = [sj, sj + ∆l]; then, the corresponding proba-
bility qj for the current interval can be calculated using the
probability distribution function F(x |µ,σ) of the Gaussian
distribution.

qj = F(sj + ∆l |µ,σ) − F(sj |µ,σ) (1)

We combine all the sampled values to obtain the label
distribution, denoted as q, and normalize q using L1 nor-
malization. Additionally, we apply a softmax operation to
the output results of the classifier and denote the resulting
distribution as q̂. The label distribution loss Ldis can be
calculated using the Euclidean distance.

Ldis =
1
n

n∑
i=1

∥q̂(i) − q(i)∥2 (2)

where n represents the number of samples in a batch.

3.3 Ranking Loss within Images

We denote the output of the Rank Module as r ∈
{r1,r2, · · · ,rc}, where c represents the total number of cat-
egories. For each image, ideally, the predicted probability
distribution of model should resemble a Gaussian distribu-
tion, with the highest probability value located at the ground
truth label and decreasing towards both sides, forming an
ordered sequence. Empirically, when the probability distri-
bution obtained by the network exhibits this ideal pattern,
more accurate results can be achieved. Therefore, we utilize
the ranking information to optimize the predicted probability
distribution into the ideal state.

We sample the feature distribution and use the rank-
ing method to optimize the network prediction. Specif-
ically, we start sampling from the ground truth position
in r , moving towards both sides. The sampled data is
denoted as (ri,mi), where i refers to the i-th class, and
mi is the given sequential tag during the sampling pro-
cess. For example, we denote the sampled data set as
R ∈ {(rℓ,0), (rℓ−1,1), (rℓ+1,1), (rℓ−2,2), · · · }, where ℓ corre-
sponds to the ground truth label of the current image. In the
sequential tags, smaller values indicate positions closer to
the beginning in the sequence. During the sampling process,
we specify that the sequential tags of the sampled data on
both sides of the ground truth label ℓ are the same if they have
the same interval, which means they hold the same positions
in the overall sequence.

Additionally, due to the different feature distributions

Fig. 2 The sampling range and working mechanism of Linner . Gaus-
sian distribution is used as an example. Figure (a) shows the sampling
range of different feature distributions under the influence of thresholds.
Figure (b) demonstrates the working mechanism of Linner .

presented by different images, we set a threshold in sampling
to flexibly adjust the sampling range. The sampling thresh-
old is denoted as t, and the pseudocode for the sampling
algorithm is shown in Algorithm 1, which aims to generate
reasonable samples for subsequent loss calculation. As dif-
ferent images have different feature distributions after feature
extraction, thanks to the existence of the sampling threshold,
the sampling range of the above process will be located in
a reasonable range of each image, as the shaded area shown
in Fig. 2 (a), ensuring the utilization of as complete feature
information as possible for different images. Note that we
will perform sampling on all the images.

After obtaining the all the samples, we will select two
samples with different sequential tags to form a sample pair
for further processing each time. We donate these two sam-
ples as a = (ra,ma) and b = (rb,mb), and define the score
Sa,b of the sample pair as

Sa,b =
exp(ra − rb)

1 + exp(ra − rb)
(3)

The label for the pair of samples, denoted as ya,b , is
defined as follows: if ma < mb , then ya,b = 1; otherwise,
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ya,b = 0. Finally, the loss function of the sample pair is
referred to as

Linner (a, b, ya,b) = − ya,b log(Sa,b)
− (1 − ya,b) log(1 − Sa,b)

(4)

We will consider all samples with different sequential
tags when calculating the loss. Figure 2 (b) illustrates the
working mechanism of Linner . Ideally, Linner can arrange
the sampled samples in the specified order.

3.4 Ranking Loss between Images

For different images in a batch, their ground truth labels
are not completely identical. There is also a ranking or-
der relationship between different images based on ground
truth label. In order to calculate the ranking loss between
images more conveniently, we simplify the feature infor-
mation of images in the same batch to the expectation
E ∈ {E1,E2, · · · ,En}, where n is the total number of im-
ages in the current batch. The expectation Ek for each image
in the current batch is defined as

Ek =
c∑
i=1

r̂i ∗ i, k = 1,2, · · · ,n (5)

where r̂ represents the result of applying softmax to the
output of the Rank Module r , and c represents the number
of classes. Similar to the approach mentioned in Sect. 3.3,
we can denote the expectations and labels of all the images
in a batch as a set like {(E1, ℓ1), (E2, ℓ2), · · · , (En, ℓn)}, where
(Ej, ℓj) is the j-th image in the batch, with the expectation Ej
and the ground truth label ℓj . Here, we define that images
with bigger ground truth scores indicates positions closer
to the beginning in the sequence. Similarly, we select two
samples with different labels for processing each time. We
donate these two samples as u = (Eu, ℓu) and v = (Ev, ℓv), and
the score between the two samples, named Su,v , is calculated
as

Su,v =
exp(Eu − Ev)

1 + exp(Eu − Ev)
(6)

The label for the pair of samples, denoted as yu,v , is
defined as follows: if ℓu > ℓv , then yu,v = 1; otherwise,
yu,v = 0. Finally, the loss function between these two sam-
ples is referred to as

Louter (u, v, yu,v) = − yu,v log(Su,v)
− (1 − yu,v) log(1 − Su,v)

(7)

Here we will select samples with different labels for pro-
cessing. When there is a deviation in the relative positioning
of expectations between images, ideally, Louter can move
the overall probability distribution to the correct position. As
shown in Fig. 3, we divide the relative positional deviations
of probability distribution into two categories. First, there is
a relative positional error, as shown in Fig. 3 (a), where the
blue curve and orange curve correspond to the probability

Fig. 3 The working mechanisms of Louter in different scenarios. Gaus-
sian distribution is used as an example. Figure (a) shows an incorrect relative
position between the two distributions, while (b) depicts the correct relative
position but with a too close distance.

distributions for images with labels 3.0 and 4.0, respectively.
The upper graph of Fig. 3 (a) shows that their relative posi-
tions are incorrect; theoretically, the blue curve should be on
the left side of the orange curve. In this case, Louter will pull
the blue curve to the left and the orange curve to the right,
placing them in the correct positions. The second category
is the relative positions are correct but the intervals are too
close, as shown in Fig. 3 (b), where the red curve and green
curve represent the probability distributions for images with
labels 3.0 and 4.0, respectively. From the upper graph of
Fig. 3 (b), we can see that although their relative positions
are correct, they are too close to each other. In this case,
Louter will pull both curves apart, to some extent, making
them move away from each other.

3.5 Adaptive Weight Module

Furthermore, we introduce an Adaptive Weight Module
to integrate the outputs of the classifier and the Rank
Module. We denote the output of the classifier as f ∈
{ f1, f2, · · · , fc}, the output of the Adaptive Weight Module
as w ∈ {w1, w2, · · · , wc}, and the output of the Rank Mod-
ule as r ∈ {r1,r2, · · · ,rc}. The Adaptive Weight Module
combines the outputs of the classifier and the Rank Module
to generate a new output, denoted as p ∈ {p1, p2, . . . , pc},
which serves as the final output of the network. Specifically,
each pi can be represented as follows:

pi = wi ∗ fi + (1 − wi) ∗ ri, i = 1,2, · · · , c (8)

where c represents the number of classes. We define the
predicted facial beauty score x as

x =
c∑
i=1

p̂i ∗ i (9)

where p̂ is the result of applying softmax to p. For the final
prediction of the network, we choose the Smooth L1 loss to
minimize the discrepancy between the ground truth and the
predicted scores by the network,

Lreg(x, y) =
{

0.5(x − y)2, i f |x − y | < 1
|x − y | − 0.5, otherwise

(10)
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Table 1 Comparison with state-of-the-art on SCUT-FBP5500 dataset with five-folds cross validation.
Best results are marked in bold.

where y is the ground truth label and | · | represents absolute
value. The final loss function can be expressed as follows:

L = λ1Linner + λ2Louter + λ3Lreg + λ4Ldis (11)

where λ1, λ2, λ3, and λ4 are hyperparameters that balance
the four losses.

4. Experiments

In this section, we design various experiments to validate
our proposed method. We provide a detailed analysis of the
experimental setup and compare the results with state-of-
the-art works. We also conducted ablation experiments to
demonstrate the effectiveness of the Rank Module and the
pairwise ranking loss functions.

4.1 Dataset and Evaluation Metrics

The SCUT-FBP5500 dataset consists of 5500 facial images.
A total of 60 volunteers were asked to rate each photo on a
scale ranging from 1 to 5. The ground truth label for each
image is obtained by averaging the ratings from these 60
volunteers. In addition to the ground truth label for each
image, the dataset also provides detailed rating scores from
the 60 volunteers for each image.

In terms of evaluation criteria, we use Mean Absolute
Error (MAE), Root Mean Square Error (RMSE), and Pearson
Correlation coefficient (PC) to measure the performance of
the model. A more outstanding model will exhibit lower
MAE and RMSE values while having a higher PC value.
The specific formulas for calculation are shown in Eq. (12).

M AE =
1
N

N∑
i=1

|x(i) − y(i) |

RMSE =

√√√
1
N

N∑
i=1

(x(i) − y(i))2

PC =
∑N

i=1(y(i) − ȳ)(x(i) − x̄)√∑N
i=1(y(i) − ȳ)2

√∑N
i=1(x(i) − x̄)2

(12)

where N represents the number of images in the test set, x
is the predicted score by the network, y is the ground truth
label, x̄ = 1

N

∑N
i=1 x(i), and ȳ = 1

N

∑N
i=1 y

(i).

Table 2 Details of five-folds cross validation on SCUT-FBP5500 dataset.

4.2 Implementation Details

In this paper, we do not perform extensive operations on
the input images. For each input image, we first resize
it to 256×256. During the training phase, the images are
randomly cropped to 224×224 and subjected to random hor-
izontal flipping with a probability of 0.5. During the test-
ing phase, the images are center-cropped to 224×224. We
use ResNet-50 as the backbone network, initialized with
ImageNet-pretrained weights, and modify the output layer’s
channel to 80. We use the SGD optimizer with a momentum
of 0.9 and weight decay of 0.0005. The initial learning rate is
set to 0.001 and decreased by a factor of 0.3 every 15 epochs.
Each model is trained for 90 epochs with a batch size of 64.
Regarding the threshold t mentioned in Sect. 3.3, it is set to
0.95 for the first 15 epochs and then increased to 0.98 for the
remaining epochs. Additionally, we set the hyperparameters
λ1 = λ2 = λ3 = λ4 = 1 in Eq. (11). All experiments are
conducted on an NVIDIA Titan GPU. We perform five-fold
cross-validation and the average results are reported.

4.3 Comparison with the State of the Art

We compared our approach with recent state-of-the-art
works, as shown in Table 1. Additionally, detailed informa-
tion for each split of the five-fold cross-validation is provided
in Table 2. The data in Table 1 demonstrates that our method
performs significantly better than other approaches.

On the SCUT-FBP5500 dataset, our method achieves
state-of-the-art performance on MAE and RMSE. Specif-
ically, compared to previous methods that utilize pairwise
ranking method, such as R3CNN [18], our model shows sig-
nificant improvements. Furthermore, compared to methods
using the same backbone, our results demonstrate a sub-
stantial advancements. In comparison to the recently pro-
posed method Dual Label Distribution [16] and Dynamic
ER-CNN [40], our model still outperforms it with superior
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Table 3 Ablation study on different combinations of methods. Best
results are marked in bold.

Table 4 Ablation study on different setting of hyperparameters. Best
results are marked in bold.

performance. Our proposed method slightly lags behind
FIAC-Net with loss ensembles [39] in terms of PC metrics.
It is worth noting that FIAC-Net is a network specifically de-
signed for assessing facial attractiveness. However, overall,
the results achieved by our method are inspiring and reach
the state-of-the-art level.

4.4 Ablation Study

4.4.1 Different Combinations of Methods

In order to clarify the improvement of each method on the
network performance, we conduct experiments by combin-
ing different methods with each other, and the results are
shown in Table 3. We use B to represent training the network
using Lreg, LD to represent the label distribution, which is
Ldis , RI to represent Linner , and RO to represent Louter .
The hyperparameters λi in each ablation experiment are set
to 1.

From Table 3, we can observe that even without using
ranking information during the training phase, we have al-
ready obtained a remarkable model. This is because, in order
to comprehensively utilize ranking information, we change
the number of fully connected channels of the network to 80,
enabling the network to output more refined prediction re-
sults. With the introduction of the Ranking Module and the
pairwise ranking loss, the accuracy of the network has been
further improved. Both Linner and Louter have a certain en-
hancing effect on the network, and the best result is obtained
by combining the two methods. Therefore, we can conclude
that the Ranking Module with pairwise ranking loss plays
a significant role in facial beauty prediction tasks. It can
effectively extract ranking information from image features
and optimize them accordingly.

4.4.2 Different Hyperparameters

In order to clarify the contributions of Linner and Louter

to the improvement of model performance respectively, we
conduct multiple experiments by setting different values for
the hyperparameters λ1 and λ2 in Eq. (11). Meanwhile, the

Fig. 4 The visualization of probability distributions of models with and
without Linner during training stage.

hyperparameters λ3 and λ4 for Lreg and Ldis are set to 1 in
this section of experiments. The results are shown in Table 4.

From the experimental results, it can be observed that
the different value of hyperparameters also has a significant
impact. A larger λ1 will make the network more focused on
adjusting the predicted probability distribution of each image
towards an ideal state, which is discussed in Sect. 3.3, while
a larger λ2 will prioritize the ranking relationships between
images. For the SCUT-FBP5500 dataset, the most outstand-
ing results are achieved when λ1 = λ2 = 1. However, for
different tasks, determining the values of λ1 and λ2 based on
the characteristics of the specific task is crucial in achieving
optimal performance.

4.5 Visualization

To better illustrate the effect of Linner during training stage,
we select some samples and visualized their probability dis-
tributions as shown in Fig. 4.

In the example shown above in Fig. 4, although the
probability distribution predicted by the model with Linner

is not very smooth itself, the jagged regions are significantly
reduced compared to the distribution without Linner . In the
example shown below in Fig. 4, the probability distribution
predicted by the model without Linner does not even approx-
imate the ideal shape mentioned in Sect. 3.3. However, when
Linner is added, the distribution exhibits a rudimentary form
of the ideal state, and the jagged regions of the distribution
are also greatly reduced.

Based on the above, we can come to the conclusion
that Linner is able to utilize ranking information effectively
during the training phase, optimizing the probability distri-
bution of the images to a relatively ideal state and improving
the accuracy of network predictions.

5. Conclusions

In this paper, we propose a novel end-to-end network archi-
tecture based on ranking information. We introduce a Rank
Module and an Adaptive Weight Module to the Convolu-
tional Neural Network (CNN) model, along with pairwise
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ranking loss functions. Unlike most methods that utilize
ranking information, our approach only requires a single
backbone network during training stage instead of sharing
parameters between two backbone networks. This signif-
icantly reduces the training time of the network and even
achieves better performance. Our experimental results on
the SCUT-FBP5500 dataset reach a new state-of-the-art per-
formance, and ablation experiments demonstrate that our
method greatly assists in improving the performance of the
model. Moreover, the Rank Module and Adaptive Weight
Module we designed can be easily transferred to almost
all CNN models. Additionally, the corresponding ranking
information-based methods can be applied to any dataset that
involves ranking information, such as most rating tasks and
age estimation tasks.
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