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PAPER
2D Human Skeleton Action Recognition Based on Depth Estimation

Lei WANG† ,††, Member, Shanmin YANG†††, Jianwei ZHANG†, and Song GU††a), Nonmembers

SUMMARY Human action recognition (HAR) exhibits limited accu-
racy in video surveillance due to the 2D information captured with monoc-
ular cameras. To address the problem, a depth estimation-based human
skeleton action recognition method (SARDE) is proposed in this study,
with the aim of transforming 2D human action data into 3D format to dig
hidden action clues in the 2D data. SARDE comprises two tasks, i.e., hu-
man skeleton action recognition and monocular depth estimation. The two
tasks are integrated in a multi-task manner in end-to-end training to com-
prehensively utilize the correlation between action recognition and depth
estimation by sharing parameters to learn the depth features effectively for
human action recognition. In this study, graph-structured networks with
inception blocks and skip connections are investigated for depth estima-
tion. The experimental results verify the effectiveness and superiority of
the proposed method in skeleton action recognition that the method reaches
state-of-the-art on the datasets.
key words: action recognition, depth estimation, muti-tasks learning, graph
structure, video surveillance

1. Introduction

The development of video surveillance is manifested by the
automatic identification of the human actions in the scene [1].
However, surveillance videos are primarily captured with 2D
cameras, causing low accuracy and efficiency in HAR [2].
Although the accuracy can be increased using multiple cam-
eras from multiple perspectives, the cost and operation are
expensive. Wearing sensors or calibration points [3] to ex-
tract human skeleton data for action recognition cannot be
achieved with passive personnel. The 2D joint positions
of the skeleton cannot fully represent accurate action infor-
mation since certain motion ambiguity is triggered. At the
same time, 3D data covers more information and shows more
significant advantages over 2D data. Therefore, existing re-
search has suggested that HAR tasks are capable of achieving
higher accuracy on 3D data rather than on 2D data. Thus,
the relevant depth information of human action should be
obtained from 2D data for HAR in most video surveillance
application scenarios, such that it has become a challeng-
ing technology and current research hotspot, which is the
primary purpose of this paper, focusing on the methods of
transforming 2D human action data into 3D format and then
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to conduct the human action recognition task based on it to
better enhance the recognition accuracy from the perspective
of data dimensional improvement.

The HAR methods based on video images are notably
influenced by environmental factors such as lighting and oc-
clusion. Moreover, the large amount of image data leads to
complex calculations. In contrast, methods based on human
skeletons have more advantages [4], that the skeleton can
highly summarize the motion characteristics of the human
body and represent the spatial connections between body
joints to improve the accuracy, calculation speed, and stabil-
ity of HAR.

Depth estimation can fall into binocular and monocular
depth estimation. The binocular method employs binocular
disparity to estimate depth, and the monocular method pri-
marily conforms to geometric perspective relationships, oc-
clusion relationships, focusing situations, and image colour
textures. This study focuses on monocular depth estimation
since most surveillance videos are captured with monocular
cameras. Monocular depth estimation networks integrate
the above clues to develop high-level semantic features and
reason the depth information.

To fully explore the actional clues of the human skeleton
in 2D surveillance videos at a higher level for action recog-
nition, a monocular depth estimation-based human skeleton
action recognition method (SARDE) is proposed in this pa-
per, as in Fig. 1. The SARDE comprises two tasks: (1) hu-
man skeleton action recognition and (2) monocular depth
estimation. The two tasks are integrated in an end-to-end
training manner to fully utilize the correlation between ac-
tion recognition and depth estimation, sharing parameters to
learn better the human action features for HAR. By utilizing
the constraints in the two tasks by multi-task learning, the
model performance can be further enhanced. Moreover, the
accuracy of human skeleton action recognition can be in-
creased. The main contributions of this study are as follows.

• The transformation of 2D human skeleton action data
into 3D format is investigated to dig for hidden action
clues in the 2D data to better enhance the recognition
accuracy from the perspective of data dimension im-
provement;

• The depth estimation methods of 2D, graph-structured
skeleton data are innovatively designed and verified
with deep-learning neural networks;

• A multi-task approach is adopted in an end-to-end man-
ner to comprehensively exploit the constraints between

Copyright © 2024 The Institute of Electronics, Information and Communication Engineers



870
IEICE TRANS. INF. & SYST., VOL.E107–D, NO.7 JULY 2024

Fig. 1 The framework of SARDE. Module I inputs the 2D skeleton joints
to output the estimated depth. For its training, the 1D depth information
in the 3D dataset (NTU-RGB+D) is the ground truth. Then, the 3D re-
construction of the action data is accomplished by concatenating the 2D
input and the estimated 1D depth. Module II utilizes the 3D data for action
recognition.

action recognition and depth estimation tasks while the
training parameters are shared among them. Further-
more, a combined loss function is proposed for the
multi-task learning to balance the independence and
correlation between tasks to enhance the model perfor-
mance.

2. Related Works

2.1 Video Depth Estimation

Deep learning methods design the structure and training
loss of the neural networks. D. Eigen et al. [5] introduced
multi-scale networks in a supervised manner for monocular
depth estimation. Laina et al. [6] presented residual learn-
ing, exhibiting a deeper network and the capability of out-
putting higher-resolution depth maps. Godard et al. [7] trans-
formed the depth estimation problem into stereo-matching
between left and right views. Wang et al. [8] proposed a
self-supervised correction mechanism capable of learning
the internal structure of human action from 2D images. Sun
et al. [9] proposed a structure-aware regression method that
employs re-parameterized joint features to replace original
features. Literature [10] uses dilated convolution to expand
the perception area of the model to acquire richer global
information. Ranftl et al. [11] used Transformers as feature
extractors. Wang et al. [12] proposed an embedded loss to
effectively measure the semantic spatial distance between
depth estimation results and actual values. DenseNet [13]
has also been extensively employed in deep estimation net-
works. Some research [14] considered depth estimation as

an image generation problem, using generative adversarial
networks to predict depth maps. Jiao et al. [15] combined
depth estimation and semantic segmentation tasks.

2.2 Human Skeleton Action Recognition

Many studies utilized CNN (Convolutional Neural Network)
and RNN (Recurrent Neural Network) to determine more
impressive features for skeleton HAR. With the use of GCN
(Graph Convolutional Network) and LSTM (Long Short
Term Memory), Cho et al. [16] introduced skeleton motion
history for the recognition task. Wang and Wang [17] de-
veloped a two-stream RNN network to abstract the action
features. Si et al. [18] used graph convolution operators in
LSTM to determine the skeleton features. Moreover, the
spatiotemporal relations were captured using a graph con-
volutional LSTM network. Attention mechanisms and self-
supervised methods have been progressively employed in re-
cent years. Liu et al. [19] aggregated long-range spatial fea-
tures and learned long-distance temporal correlations by in-
troducing a large kernel attention operator. Zhang et al. [20]
proposed MixSTE with temporal and spatial transformer
blocks to learn joint correlations. SATD-GCN [21] utilized
spatial attention pooling and temporal graph convolution to
acquire fine-grained information for action recognition. Cho
et al. [22] proposed three variants of self-attention networks.
Tu et al. [23] introduced a semi-supervised modality for
skeleton-based action recognition. The X-CAR [24] aimed
to increase the performance in the semi-supervised scenario
through an adaptive-combination augmentation mechanism.
Su et al. [25] employed an encoder-decoder RNN to achieve
semi-supervised learning. Sachin and Subrahmanyam [26]
invented image depth estimation based on CNN for HAR,
but they did not investigate the depth estimation methods
applicable to graph-structured skeleton action data.

As indicated by the above research, existing research
on skeleton HAR has primarily focused on mining high and
deep-level action features for recognition from the perspec-
tive of designing network structures. Nevertheless, the prin-
ciples of network construction have yet to be investigated.
Since a considerable amount of excellent research on image
depth estimation can be referenced, they can be transferred
to depth estimation for graph-structured skeleton action data
with specific strategies.

3. SARDE Framework

The SARDE comprises two modules, Fig. 1, which corre-
spond to the two tasks of it. Module I estimates the depth
of graph-structured skeleton joints based on GCN (Graph
Convolutional Network). It takes the 2D coordinates of the
joints in the image as the input and outputs the estimated
depth. Given a set of skeleton joints SI ∈ R2×N×T , extracted
by OpenPose [27] from video images, module I aims to esti-
mate the joint depth Dpre as close as possible to the ground
truth Dtarget in supervised learning manner. Module I I em-
ploys the 2D image coordinates of the joints SI combined
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with the estimated depth Dpre as the input SI I ∈ R3×N×T to
output predicted action class Cpre as close as possible to the
ground truth Ctarget with supervised learning. N represents
the number of joints in a static skeleton, and T is the number
of frames in the action video.

3.1 Depth Estimation Network

Depth estimation is typically applied in image and video
scenarios, in which the action information is organized by
2D-pixel coordinates of the image, and many of the above-
described methods are based on the properties of actions in
the image. However, the skeleton joints are not organized in
this manner. The most proper way for them is graph struc-
ture rather than image pixels. Therefore, the conventional
depth estimation methods will no longer be applicable for
skeleton joint situations. A new approach of GCN-based
depth estimation is adopted to address this issue.

Human actions can be considered a series of joint graph
frames G = (V,E), where the joints and their connections
are organized as nodes and edges, V presents the nodes, E
are the edges (e.g., the adjacent matrix A), revealing the
connection and significance of neighbour nodes to the root
node. Ai = {d(i, j) < T h} is the neighbour set of node i
with threshold T h; d(i, j) is the distance from node i to j,
Fig. 2.

The GCN-based approach refers to an extension of CNN
in a graph structure, exhibiting the capability of modelling
graph-based skeletal data [28] and effectively representing
the geometric and structural correlation between nodes. The
GCN operator [29] is expressed as Eq. (1), Xout denotes the
graph convolutional output of a node, GCN() is the GCN op-
erator, the labelling function label() assigns labels to nodes
in the neighbour set, such that different significance is im-
plemented in the neighbour nodes, with the weight function
W(), Zi is for normalization. Assume the input is Xin and
the degree matrix Λii =

∑
j Ai j , the GCN operator cab be

Eq. (2).

Fig. 2 The skeleton graph structure. The left figure is the natural connec-
tion of the human skeleton joints (A to N) in one graph frame, lots of these
frames are organized consecutively in time sequence as an action series.
The right figure is the adjacency matrix A of one frame. As indicated by 0,
1 in A, the corresponding joints are connected or disconnected.

Xout (i) =
∑
j∈Ai

1
Zi( j)GCN( j) · W(label( j)) (1)

Xout =
∑
Λ
− 1

2 AΛ− 1
2 XinW (2)

Two depth estimation networks are designed based on the
current famous network structures to verify the effectiveness
of our methods; one is the series network, Fig. 3, and the
other is the inception network, Fig. 4. To be specific, the

Fig. 3 The series network for depth estimation. There are 10 GCN blocks
connected in series with sip connections. The number of data channels
increases with GCN operations to obtain high-level action representations
gradually. BN and ReLU perform regularization and nonlinear operations
on skeleton data; the MLP regresses the estimated depth.

Fig. 4 The inception block for depth estimation. Four parallel sub-
networks exist in the block. The channel number and structure of the
sub-networks are well designed to achieve the feature extraction capability
of the human skeleton.
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Fig. 5 The action recognition network. The 2D action data, in conjunction with the adjacent matrix,
are fed into the depth estimation network to output the estimated depth of the skeleton joints, which is
concatenated with itself to form the 3D data for action recognition. Then, the action recognition loss can
be calculated to encourage the network training, such that the GCN and MLP blocks can be optimized
while the values of the skips are recognized as hyper-parameters.

3D dataset is utilized for the training in the way that the first
two dimensions of the data, in conjunction with the adja-
cent matrix, serve as the input to output the estimated 1-D
depth information, and the last one dimension serves as the
ground truth. Accordingly, the depth estimation loss can
be calculated to encourage network training, optimizing the
GCN and MLP blocks. Inspired by the DenseNet [30], skip
connections are added among the convolution blocks to en-
hance the generalization property, whereas the values of the
skips are hyper-parameters. Conventional series connection
methods achieve feature extraction by increasing the number
of convolutional layers and channels, with the disadvantages
of having too many parameters, limited generalization, and
vanishing gradients. The inception [31] block expands the
width of the network by replacing the serial convolution with
parallel convolution to overcome the defects. It is introduced
and then modified in the inception network to combine with
GCN operation for exploiting feature extraction and depth
estimation capabilities of the human skeleton. The dimen-
sions of the GCN features are listed in Table 1.

3.2 Action Recognition Network

Figure 5 depicts the structure of the action recognition net-
work to predict human action as close as possible to the
ground truth with supervised learning. The features are
mainly extracted by the series-stacked GCN blocks, and the
classification of action is achieved by the MLP operation.
The 3D data is concatenated by the 2D input and the esti-
mated 1D depth to be served as the network input, utilizing
the 3D action data to achieve higher accuracy of HAR.

Table 1 The dimensions of the GCN features. In the series network, the
channel of the graph features increases gradually with its forward propa-
gation. In the Inception block, the graph features are processed in parallel
with different channel numbers and then concatenated.

3.3 Training Loss

The multi-task training loss L comprises two parts, Eq. (3),
i.e., the depth estimation loss LI and the action recognition
loss LI I , corresponding to the two tasks above. α is the ratio
to adjust the two losses.

L = αLI + (1 − α)LI I (3)

The depth estimation refers to a regression issue, generally
employing the MSE (mean square error) as the loss function.
However, the MSE is sensitive to outliers and easily domi-
nated by large values. Since the depth relationship among
joints will not change due to global scale variation, the scale-
invariant MSE [5] is adopted and modified to calculate the
depth estimation loss, which is calculated in the logarithmic
domain, exploiting the scale invariance of the depth values
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Fig. 6 The training loss of the multi-task SARDE. The NTU-RGB+D 3D
dataset is adopted to train the depth estimation network. The Kinetics 2D
dataset serves as the input data for human action recognition (HAR) after it
has been 3D reconstructed with the depth estimation network. Loss I LI

and loss II LI I correspond to the two tasks of the model.

to avoid vague estimation caused by significant differences
in depth. λ is the factor to adjust the ratio between MSE and
scale-invariant MSE to balance their influences, improving
the scale perception ability, Eqs. (4) and (5).

LI =
1
|N |

∑
i∈XI I

R(i)2 − λ
N2

( ∑
i∈XI I

R(i)
)2

(4)

R(i) = lg Dpre(i) − lg Dtarget (i) (5)

The action recognition is a classification issue, which usually
uses the cross-entropy in Eq. (6) as the loss function. Take
the classification with the highest probability in Eq. (7) as
a result to calculate the cross-entropy loss, encouraging the
network to be trained progressively to predict the target class
with the labelled ground truth. sn denotes the predicted
score of the action belonging to the nth class in the dataset,
K represents the number of the class, and cn is the predicted
probability of belonging to the nth class.

LI I = −
K∑
u=1

cpreu lg ctargetu −
K∑
v=1

ctargetv lg cprev (6)

cn =
esn∑K

m=1 esm
(7)

3.4 Multi-Task Constraints

As elaborated in Fig. 6, the two tasks of depth estimation
and action recognition in the multi-task approach are trained
simultaneously with different 2D and 3D datasets. They
would both be fed into the depth estimation network for 3D
reconstruction that shares the same parameters to effectively
exploit the constraints between the two tasks with losses LI

and LI I . The two losses are integrated into one total loss
L to conduct end-to-end training for recognition accuracy
improvement.

4. Experiment and Discussion

In this section, the performance of the proposed method
was evaluated and compared with other algorithms on the

Kinetics [32] dataset, and the experiment results strongly
demonstrate the efficiency and superiority of the proposed
method.

4.1 Datasets and Evaluation Metrics

Kinetics Datasets comprise 300,000 raw video clips belong-
ing to 400 action classes from the internet; 240,000 clips
are for training, and the rest are for testing. The raw video
clips are transformed into skeleton data frames/clips using
the preprocessing methods with joint locations in pixel coor-
dinate format as the inputs. The publicly available OpenPose
algorithm is adopted to obtain the 2D coordinates (x, y) and
their confidence scores Dc of the joints as the input tuples
(x, y,Dc) arranged in an array, and the skeleton data se-
quence comprises the arrays in time order. The size of the
skeleton data is (C,T,N) where C denotes the channel num-
ber of the tuple, which is 3 for (x, y,Dc), T represents the
number of clips which are going to be padded as 150 or 300
in the experiments, N expresses the number of the joint in
the respective clip, reaching 18 and 25 in the experiment.

The classification accuracy Acc is used to evaluate the
performance of the proposed method in Eq. (8), Qclassi f ied

denotes the number of actions that have been classified cor-
rectly, Qtotal represents the action numbers. Specifically,
TOP-1 and TOP-5 are recommended as the metrics in Eq. (9),
QTOP1 presents the number of actions with ground truth la-
bels included in the 1st classification probability among all
the test actions, and TOP-5 shares the exact definition.

Acc =
Qclassi f ied

Qtotal
(8)

AccTOP1 =
QTOP1

Qtotal
(9)

4.2 Implementation Details

The experiments were performed with Ubuntu 18.04, Intel
(R) Core (TM) i7-7700K CPU @ 4.20 GHz processor with
32 GB memory, NVIDIA GTX 2080Ti graphics card with
10G memory, Python version 3.6.9, as well as Pytorch 1.8.1.
The initial learning rate is 0.1 and declines by 0.1 per 50
epochs. The batch size is 16, the epochs range from 350 to
400, and the SGD (stochastic gradient descent) serves as the
optimiser in the training. The number of nodes N reaches
18 and 25, α = 0.97, λ = 0.5, skip = 1.

The 3D format NTU-RGB+D dataset [33] is employed
for the training of the depth estimation network. It has 120
human action classes, containing 114,480 action clips per-
formed by 40 persons from three perspectives simultaneously
with 25 body joints in the skeleton. To match the skeleton
joints in Kinetics and NTU-RGB+D, the correspondence is
established in Table 2.

4.3 Ablation Study

The SARDE was analyzed based on four groups with dif-
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Table 2 Correspondence of the skeleton joints in Kinetics and NTU-
RGB+D dataset. The joints in Kinetics are extracted and defined with
the OpenPose algorithm, while the joints in NTU-RGB+D are captured
and defined with Kinetics V2 cameras. The numbers represent the index
numbers of the joints in the skeleton structure. To match the joints, 11 of
25 joints in the NTU-RGB+D are deleted, while its head joint corresponds
to 5 joints in the Kinetics (i.e., 0, 14, 15, 16, 17), and “-” indicates no
correspondence. On that basis, the two datasets share the same adjacent
matrix.

Table 3 Evaluation of the scale-invariant MSE loss, GCN, and skip con-
nections. The benchmark with one inception block and no skip connections
is performed to verify the effectiveness of the scale-invariant MSE loss
versus MSE loss under graph-structured skeleton joints from row 2 to 3;
the benchmark with two inception blocks and skip connections is for the
ablation results between CNN and GCN structures, from 4 to 5; and the
benchmark with ten GCN blocks in series are utilized for the evaluation of
the skip connection structures.

ferent settings to verify the significance of each part in it:
Tables 3 and 4. The experiment results show the GCN-
based series network without skip connections and trained
by scale-invariant loss can achieve better HAR performance.

In Table 3, the recognition accuracy with scale-invariant
MSE TOP-1 and TOP-5 are 33.5% and 57.7%, respectively,
which are 4.3% and 2.7% higher than that of MSE 29.2% and
55.0%, showing that the scale-invariant MSE loss helps the
network to obtain high-level depth clues in graph-structured
joints rather than MSE loss. The recognition accuracy with
GCN are 34.8% and 58.4%, respectively, which are 6.5% and
4.0% higher than that of CNN 28.3% and 54.4%, showing
that the GCN-based convolutions exhibit better convergence
characteristics in training than conventional CNNs, and they
take on critical significance in increasing the HAR accuracy.
The skip connections are usually utilized in very deep neural
nets to decrease the vanishing of the gradient. Since the
networks in the proposed method are not sufficiently deep,
the advantages of skip connections have yet to be indicated
from the results. The recognition accuracy with skip connec-

Table 4 Comparison between series and inception blocks. It compares
the performance of the GCN series and Inception networks with the equiv-
alent module size. The GCN series network adopted 10 GCN blocks with
skip connections, while the Inception network has three inception blocks
with skip connections.

Table 5 Permance comparisons with State-of-the-Art on 2D Kinetics
dataset in terms of the accuracy TOP-1 and TOP-5.

tions are 36.7% and 60.0%, respectively, which are 36.7%
and 60.0% without skip connections, showing less improve-
ment. However, this method is still employed in our method
to enhance the generalization property of the networks.

In Table 4, the recognition accuracy with GCN series
are 36.7% and 60.1%, respectively, which are 0.9% and
1.4% higher than that of Inception blocks 35.8% and 58.7%,
showing that the GCN series network can perform better than
the Inception network with the current network structures
and computational power conditions.

4.4 Comparison with State-of-the-Art

Compared with current state-of-the-art skeleton-based HAR
methods, shown in Table 5, our proposed method SARDE
Series reaches 36.7% in TOP-1 and 60.1% in TOP-5, which
are distinctly close to the current highest accuracy, i.e.,
37.7% in TOP-1 [34] and 61.0% in TOP-5 [35]. Compared
with other algorithms whose accuracies outperform our pro-
posed method this year, in Table 6, the parameters and FLOPs
of the proposed SRADE method are relatively smaller in size
and lighter, indicating that the SARDE can achieve promi-
nent accuracy with less computational resources. It shows
that the depth action clues hidden in 2D action data can be
restored and utilized with depth estimation methods to en-
hance action recognition performance effectively. This is the
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Table 6 Performance comparisons with State-of-the-Art (2023) on 2D
Kinetics dataset in terms of the accuracy TOP-1, TOP-5, Params and FLOPs.

Fig. 7 The training loss with epochs, SARDE with baseline ST-GCN.
The multi-task loss L comprises the depth estimation loss LI and the action
recognition loss LII defined in Eq. (3); the baseline loss is equivalent to
the action recognition loss defined in Eq. (6).

Fig. 8 The action recognition accuracy with epochs, SARDE with base-
line ST-GCN. The accuracy TOP-1 and TOP-5 are defined in Eqs. (8)
and (9).

first attempt at human skeleton action recognition integrated
with depth estimation and has achieved good results. We are
confident this will be an important research topic in related
scenarios.

The visualization comparison results with the baseline
ST-GCN [37] are shown in Figs. 7 and 8.

• The training error of the baseline model converges faster

in the initial 120 epochs, in that in Fig. 7, the green curve
is mainly located above the orange curve. The proper
reason is that, compared to the baseline model, the
multi-task SARDE method model is larger in size due
to the addition of the depth estimation task, resulting in
more learning parameters and training epochs.

• The training loss of the proposed SARDE continues to
converge at a faster rate after epoch 50, as evidenced by
the indication in Fig. 7 that after epoch 150, the green
curve gradually falls below the orange curve, and the
range between them tends to increase, showing that
as the number of iterations increases, the multi-task
training continues to drive the network model towards
the optimized target.

• The proposed SARDE requires more iteration epochs to
finish the training than the baseline ST-GCN. In Fig. 8,
the accuracies of the ST-GCN reach practically flat af-
ter epoch 50, indicating that its training has been com-
pleted; the accuracies of the SARDE tend to level after
epoch 300. This result confirms that with the increase
in model complexity and size, it takes more epochs and
time for network training to achieve its optimization.

• The proposed SARDE can achieve better HAR perfor-
mance compared to the baseline ST-GCN. As in Fig. 7,
the action recognition loss in green is below the base-
line loss in black, and in Fig. 8, the accuracies of the
SARDE have surpassed that of the ST-GCN.

5. Conclusion

A 2D human skeleton action recognition method based on
depth estimation (SARDE) is proposed in this study to in-
crease the accuracy of HAR in video surveillance with 2D
information captured with monocular cameras by transform-
ing 2D human action into 3D format. Depth estimation
networks with series and inception blocks are developed to
be integrated with action recognition networks for multi-task
learning in an end-to-end manner to fully exploit the corre-
lation between action recognition and depth estimation by
sharing network parameters, such that the depth feature of
the human skeleton joint can be more effectively learned
to achieve human action recognition. The experimental re-
sults verify the effectiveness and superiority of the proposed
model, and the model reaches state-of-the-art on the Kinet-
ics dataset. This study has been the first attempt at HAR
integrated with human skeleton depth estimation and has
achieved good results. We are confident this will be an im-
portant research topic in the related scenarios. In future
work, SARDE can serve as a vital method for intelligent
visual surveillance and HRC robot control in multi-model
fusion.
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