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PAPER
Joint Optimization of Task Offloading and Resource Allocation for
UAV-Assisted Edge Computing: A Stackelberg Bilayer Game
Approach

Peng WANG†a), Student Member, Guifen CHEN†b), and Zhiyao SUN†c), Nonmembers

SUMMARY Unmanned Aerial Vehicle (UAV)-assisted Mobile Edge
Computing (MEC) can provide mobile users (MU) with additional com-
puting services and a wide range of connectivity. This paper investigates
the joint optimization strategy of task offloading and resource allocation for
UAV-assisted MEC systems in complex scenarios with the goal of reducing
the total system cost, consisting of task execution latency and energy con-
sumption. We adopt a game theoretic approach to model the interaction pro-
cess between the MEC server and the MU Stackelberg bilayer game model.
Then, the original problem with complex multi-constraints is transformed
into a duality problem using the Lagrangian duality method. Furthermore,
we prove that the modeled Stackelberg bilayer game has a unique Nash
equilibrium solution. In order to obtain an approximate optimal solution to
the proposed problem, we propose a two-stage alternating iteration (TASR)
algorithm based on the subgradient method and the marginal revenue opti-
mization method. We evaluate the effective performance of the proposed
algorithm through detailed simulation experiments. The simulation results
show that the proposed algorithm is superior and robust compared to other
benchmark methods and can effectively reduce the task execution latency
and total system cost in different scenarios.
key words: edge computing, Stackelberg game, Nash equilibrium, task
offloading, resource allocation

1. Introduction

The increasing number of mobile devices brings about a
large increase in data traffic, which poses a great challenge
to the performance of traditional networks [1]. MEC tech-
nology can well alleviate the computational pressure on the
center server by deploying the server at the edge of the net-
work. As it is closer to the mobile devices, it can better
fulfill the demand of low latency. Most of the existing re-
search work relies on fixing MEC servers in terrestrial base
stations (BS) [2], [3], however, terrestrial BSs are expen-
sive to deploy, fixed in location, and have limited coverage,
which prevents them from providing reliable communica-
tion services in remote areas as well as emergency scenarios
such as large-scale concerts. With low deployment cost,
easy maneuvering, high mobility and flexibility, UAV can be
rapidly deployed as a service node in the network to guar-
antee communication services in emergency scenarios [4].
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UAV-assisted MEC can reduce the connection latency of the
edge network, and improve the flexibility and robustness of
the edge network [5]. UAV can be used as both a relay node
in the edge network to help IoT devices that cannot access
the edge server directly to forward computations. The UAV
can either act as a relay node to help IoT devices forward
computational tasks [6] or carry MEC servers to provide
computational services for mobile MU terminals with lim-
ited computational capabilities [7].

The use of game theory to incentivize parties to par-
ticipate in computation offloading has been widely studied.
Wang M et al. [8] considered a scenario in which a terrestrial
BS is damaged and unable to provide computation services,
and by overlaying UAVs into the network of the damaged
BSs, they constructed a Stackelberg game model to solve
the problem of minimising energy consumption. Zhou H
et al. [9] modeled the interaction between a mobile MU
and an edge interaction between mobile MUs and service
providers modeled as a Stackelberg game model and pro-
posed a gradient-based iterative search algorithm to obtain
an approximate optimal solution with the objective of maxi-
mizing their utility. Although the combined air-ground edge
computing approach has received a lot of attention, the lim-
itation of computational resources and energy supply for
UAVs is a challenge for existing work [10], [11]. In addition,
the research on multi-UAV resource allocation in complex
environments in existing work needs to be further deepened
and improved.

We consider a layered system for UAV-assisted edge
computing in multi-MU, multi-UAV, and multi-BS scenarios
and model it as a multi-leader, multi-follower Stackelberg bi-
layer game model, where the UAVs act as leader and follower,
respectively, in the bilayer game. An alternating iteration al-
gorithm is then proposed to solve the problem of minimising
the total cost of the system. The main contributions of this
paper are as follows: (1) We study the joint optimisation
problem of computational offloading and resource alloca-
tion for UAV-assisted MEC in a complex scenario with mul-
tiple MUs, multiple UAVs, and BSs hosting MEC servers.
(2) We develop a bilayer model of the multi-leader, multi-
follower Stackelberg game with the optimisation objective
of minimising the total system cost of task execution. We
utilise the Lagrange duality method to transform the com-
plex, constrained problem. (3) We prove that the established
game model has a unique Nash equilibrium point. In order
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to obtain an approximate optimal solution to the proposed
problem, a TASR algorithm is proposed. (4) Simulation
results show that the TASR algorithm can make the bilayer
game converge to a Nash equilibrium with some robustness.
In addition, compared with the benchmark method, TASR
has certain superiority under different numbers of MUs.

2. System Model

We consider a UAV-assisted MEC task offloading system.
As shown in Fig. 1, the system consists of MUs and BSs
located on the ground and UAVs located in the air. The
UAV and BS are equipped with MEC servers from different
service providers with independent internal communication
and computation modules. Considering the situation that the
user and the BS cannot communicate effectively with each
other due to factors such as obstacle blockage, the UAV can
be used as a relay node and computation server for forward-
ing tasks. When the MU has a demand for task computation,
a partial offloading mode is used to offload a part of the task
to the UAV and the other part is computed locally by the MU.
The UAV subdivides the received task into two parts: one
part is offloaded to the BS for computation and paid to the
BS for computation of rewards; the other part is computed
locally by the UAV and receives rewards paid by the MU.

2.1 Computational Model

The UAV-assisted MEC system contains B BS (B =

{1,2, . . . ,B}), K UAVs (K = {1,2, . . . ,K}), and N MUs
(N = {1,2, . . . ,N}). Denote the task size of the MUi by Di

(i ∈ {1,2, . . . ,N}), and Tmax
i denotes the maximum tolerance

time of the task, assuming that there is one and only one task
demanded by an MU during the time of Tmax

i . C denotes the
number of CPU cycles required by the device to compute the
1-bit data.

The latency and energy consumption of a task computed
locally are expressed as

tMU
i =

(1 − αi)CDi

f MU
i

(1)

eMU
i = γMU (1 − αi)CDi( f MU

i )2 (2)

Where f MU
i denotes the local computational capacity,

αi denotes the ratio of tasks offloading processing, and γMU

denotes the hardware-related coefficient. βi, j denotes the
percentage of received tasks that the UAV offloads to the BS.
The latency and energy consumption required by the UAV

Fig. 1 System model

to compute the task are denoted by

tUAV
i, j =

αi(1 − βi, j)CDi

fUAV
i, j

(3)

eUAV
i, j = γUAVαi(1 − βi, j)CDi( fUAV

i, j )2 (4)

Where fUAV
i, j denotes the computational resources al-

located to the task by UAV. Let the computational resource
assigned to the task by BS be f BS

i, j ,b
(b ∈ {1,2, . . . ,B}), then

the latency and energy consumption of the task computed by
the BS are

tBSi, j ,b =
αiβi, jCDi

f BS
i, j ,b

(5)

eBSi, j ,b = γ
BSαiβi, jCDi( f BSi, j ,b)

2 (6)

2.2 Transmission Model

There may be obstacle occlusion between the UAV and the
MU or BS, resulting in additional path loss. According to the
3rd Generation Partnership Project (3GPP) technical specifi-
cation [12], the probability that the UAV communicates with
the user with a line-of-sight (LoS) link is

PLOS
i, j =


1, d2D

i, j ≤ d1

d1
d2D
i , j

+ exp
(
−d2D

i , j

p1

) (
1 − d1

d2D
i , j

)
, d2D

i, j > d1

(7)

Where d2D
i, j denotes the two-dimensional dis-

tance between the UAV and the user or the base
station,p1 = 233.98 log10(huavj ) − 0.95 and d1 =

max(294.05 log10(huavj ) − 432.94,18) are the modelling pa-
rameters of the 3GPP specifications. The huavj denotes the
height of the UAV. Therefore, the transmission speed of the
offloading task from the MU to the UAV can be obtained as

RM−U
i, j = BM−U

i, j log2(1 +
pM−U
i, j gM−U

i, j

N0
2 + (1 − PLoS

i, j )NNL

) (8)

Where BM−U
i, j denotes the channel bandwidth between

the MU and the UAV, gM−U
i, j = (dM−U

i, j )−η denotes the chan-
nel gain, and dM−U

i, j is the 3D distance between the MU and
the UAV. η is the path loss exponent, NNL denotes the addi-
tional loss due to the non-line-of-sight (NLoS) link, and N0

2

denotes the noise power. Similarly, the transmission rate of
the UAV to the BS offloading task is denoted as

RU−B
j ,b = BU−B

j ,b log2(1 +
pU−B
j ,b
gU−B
j ,b

N0
2 + (1 − PLoS

j ,b
)NNL

) (9)

The latency and energy consumption incurred during
task transmission can be calculated

tM−U
i, j =

αiDi

RM−U
i, j

(10)
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eM−U
i, j = pM−U

i, j tM−U
i, j (11)

tU−B
i, j ,b =

αiβi, jDi

RU−B
j ,b

(12)

eU−B
i, j ,b = pU−B

j ,b tU−B
i, j ,b (13)

In general, the amount of data in the result download
phase is much smaller than the amount of data unloaded by
the task, so the latency and energy consumption incurred in
the result download phase are ignored. The specific formulas
for the task offloading time tof fi and the total task completion
time talli are as follows:

tof fi = tM−U
i, j +max

{
tUAV
i, j , t

U−B
i, j ,b + tBSi, j ,b

}
(14)

talli = max
{
tMU
i , tof fi

}
(15)

3. Stackelberg Game Model

In the three-party game, the revenue of UAV is not only
limited by the offloading decision of MU but also by the
resource pricing of BS. In order to effectively utilize the
computational resources of the UAV, the overall game prob-
lem is decoupled into the MU-UAV game problem and the
UAV-BS game problem.

3.1 MU-UAV Game Model

In the MU-UAV game model, the UAV serves as the leader
and provides resource allocation and pricing strategies to the
MU, which functions as the follower and offers offloading
strategies to the UAV. The MU is focused on minimising
the latency and integrated cost of task execution, while the
UAV aims to maximise revenue with its limited computing
resources. The cost of MU is expressed as follows:

P1 : min UM−U
mu = Mi + µ1talli + µ2(eMU

i + eM−U
i, j )

(16)

s.t . 0 ≤ talli ≤ Tmax
i (16a)

0 ≤ αi ≤ 1 (16b)

Where µ1 and µ2 are weight parameters to eliminate
the difference in the values of latency cost, energy consump-
tion costs, and monetary cost. Mi denotes the monetary
cost of the MU. Constraint (16a) indicates that the time to
complete the task should satisfy the maximum time latency
requirement of the task. Constraint (16b) denotes that the
task offloading ratio should be between 0 and 1. The utility
of UAV is expressed as follows:

P2 : max UM−U
uav =

N∑
i=1

(mj fUAV
i, j − µ2eUAV

i, j ) (17)

s.t . mj fUAV
i, j = Mi (17a)

0 ≤ fUAV
i, j ≤ FUAV

max (17b)

mj > 0 (17c)

Where mj denotes the uniform unit price established by
UAVj ( j ∈ K) for the computational resource. Constraint
(17a) represents the monetary cost of the MU in relation
to the computational resources and unit prices. Constraint
(17b) indicates that the computational resources allocated by
the UAV for a task should be less than the maximum com-
putational resources of the UAV. Constraint (17c) indicates
that resource pricing should be positive.

3.2 UAV-BS Game Model

In the UAV-BS game model, BS as a leader provides resource
allocation strategy and resource pricing strategy to UAV, and
UAV as a follower provides offloading strategy to BS. The
cost of a UAV is represented as follows:

P3 : min UU−B
uav =

N∑
i=1

(qb f BSi, j ,b + µ2eU−B
i, j ,b ) (18)

s.t .0 ≤ βi, j ≤ 1 (18a)

Where qb denotes the uniform unit price established
by BSb (b ∈ B) for the computational resources, and the
constraint (18a) indicates that the task offloading ratio should
be between 0 and 1. The BS needs a reasonable pricing
strategy and resource allocation strategy to incentivize UAVs
to offload tasks to it, and the BS utility is expressed as follows:

P4 : max UU−B
bs =

N∑
i=1

K∑
j=1

(qb f BSi, j ,b − µ2eBSi, j ,b) (19)

s.t . µ2eU−B
i, j ,b + qb f BSi, j ,b ≤ µ2γ

UAVαiβi, jDiC( fUAV
i, j )2

(19a)
0 ≤ f BSi, j ,b ≤ FBS

max (19b)

qb > 0 (19c)

Where constraint (19a) ensures that the UAV’s own
interests are not jeopardised. The constraint (19b) indicates
that the computational resources allocated by the BS for the
task should not be greater than the maximum amount of
computational resources. Constraint (19c) indicates that the
unit price of resources should be positive.

Problem P4 is a standard convex optimisation problem
when the offloading policy of the MU is known as well as the
offloading policy and resource allocation policy of the UAV.
However, in the actual solution, the limitations of constraint
(19a) must be considered. In order to obtain a more efficient
solution design, we transform problem P4 using the Lagrange
duality method. Let λi, j ≥ 0 (i ∈ N, j ∈ K) denote the
duality variables corresponding to the constraint (19a), and
the partial Lagrange expression for problem P4 is as follows:

L(λi, j,qb, f BS
i, j ,b)

=

N∑
i=1

K∑
j=1

[
qb f BS

i, j ,b − µ2eBS
i, j ,b
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− λi, j(µ2eU-B
i, j ,b + qb f BS

i, j ,b

− µ2γ
UAVαiβi, jDiC( f UAV

i, j )2
]

(20)

Problem P4 can be rephrased as

P4.1 : max
qb , f

BS
i , j ,b

min
λ

L(λi, j,qb, f BSi, j ,b) (21)

s.t . λi, j ≥ 0, (19b), (19c)

The duality function of problem P4 is expressed as

g(λi, j,qb, f BSi, j ,b) = max
qb , f

BS
i , j ,b

L(λi, j,qb, f BSi, j ,b) (22)

Further, the duality problem for P4 can be obtained

P4.2 : min
λ
g(λi, j,qb, f BSi, j ,b) (23)

s.t . λi, j ≥ 0, (19b), (19c)

As long as qb and f BS
i, j ,b

are set to sufficiently small pos-
itive values so that the constraints (19a) satisfy the strict
inequality, there is always a feasible interior solution to
Problem P4, and thus the slater condition holds [13], i.e.,
the original Problem P4 has strong duality with the dual-
ity Problem P4.2, and solving the duality Problem P4.2 is
equivalent to solving problem P4. Therefore, we first maxi-
mize the Lagrange function given the value of λi, j to obtain
the expression of the duality function, and then obtain the
optimal solution of the duality variable λ∗i, j by minimizing
the duality function. An approximate optimal solution to
the original problem can be obtained based on the optimal
duality variables.

4. Nash Equilibrium Analysis of Games

4.1 Analysis of the UAV-BS Game

Theorem 1: For each fixed qb , the Nash equilibrium of the
UAV-BS game always exists and is unique. The optimal
strategy is denoted as

f BS∗i, j ,b =
(1 + λ)qb

2µ2γBSαiβi, jCDi
(24)

β∗i, j =
qb
µ2αiDi

√√√ (1 + λ)RU−B
j ,b

2γBSCpU−B
j ,b

(25)

Proof: Using the KKT condition, the optimal closed-form
analytic form of the optimization variable f BS

i, j ,b
in the dual-

ity problem P4.2 is obtained by making the first-order partial
derivatives of Eq. (20) with respect to f BS

i, j ,b
to be zero while

fixing λ, i.e., Eq. (24). Bringing f BS∗
i, j ,b

into the utility func-
tion in Eq. (18) yields ∂2U

∂(βi , j )2
> 0, which indicates that the

utility function is a convex function on βi, j as a convex func-
tion. Let ∂U

∂βi , j
= 0 to obtain the optimal offloading policy

for UAV, i.e., Eq. (25).

Moreover, Eq. (20) is continuous with respect to qb and
has zero second-order partial derivatives. Since the set of
players involved in the game is finite and the strategy space
of the game belongs to a bounded, nonempty convex set on
the Euclidean space. Therefore, for each fixed qb , the UAV-
BS game is a convex multi-player game [13] with a unique
Nash equilibrium [14]. With fixed λi, j , the optimal set of
strategies {β∗i, j,q∗

b
, f BS∗

i, j ,b
} brings the UAV-BS game to the

Nash equilibrium.

4.2 Analysis of the MU-UAV Game

Theorem 2: For each fixed mj , the Nash equilibrium of the
MU-UAV game always exists and is unique. The optimal
strategy is denoted as

fUAV
i, j

∗
=

mj

2µ2γUAVαi(1 − βi, j)CDi
(26)

α∗i =

{
α
(1)
i tUAV

i, j ≥ tU−B
i, j + tBSi, j

max{α(2)i , α
(3)
i } tUAV

i, j < tU−B
i, j + tBSi, j

(27)

Proof: Solving for the second-order partial derivative of
UM−U
uav with respect to fUAV

i, j yields ∂2U

∂( fUAV
i , j )2

< 0. It shows

that there exists a unique fUAV
i, j

∗ that maximises UM−U
uav , such

that ∂U
∂ fUAV

i , j

= 0, and obtains the optimal resource allocation
policy, i.e., Eq. (26).

According to Eq. (15), the total task execution time
talli = tMU

i when tMU
i ≥ tof fi . At this point, calculating

the first-order partial derivative of UM−U
mu with respect to αi

yields

∂U
∂αi
=
µ2pM−U

i, j Di

RM−U
i, j

−
m2

j

2αi2µ2γUAV (1 − βi, j)CDi
(28)

− µ1CDi

f MU
i

− µ2γ
MUCDi( f MU

i

∗)2

Since the transmission energy consumption of a task
with the same number of tasks is less than the computation
energy consumption, ∂U

∂αi
< 0. It shows that UM−U

mu is mono-
tonically decreasing with respect to αi , so that UM−U

mu obtains
a minimum at tMU

i = tof fi when tMU
i ≥ tof fi .

Let tMU
i = tof fi = tM−U

i, j +tUAV
i, j and solve the offloading

strategy as follows:

α
(1)
i =

mj

2µ2D
(
√

4µ2

mj
( C

f MU
i

− K2

µ2Dmj
) + H2

1 ) + H1)

(29)

Where H1 = 2Φ
m j

− C
f MU
i

− 1
RM−U
i , j

,Φ = qb

√
(1+λ)RU−B

j ,b

2γBSCpU−B
j ,b

.

Let tMU
i = tof fi = tM−U

i, j + tU−B
i, j + tBSi, j and solve the

offloading strategy as follows:

α
(2)
i =

f MU
i RU−B

j ,b

f MU
i + CRU−B

j ,b

(H2 −
2qbCRU−B

j ,b

µ2DPU−B
j ,b

) (30)
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Where H2 = C
f MU
i

− Φ

µ2DRU−B
j ,b

.

When tMU
i ≤ tof fi and tUAV

i, j ≥ tU−B
i, j + tBSi, j , talli =

tM−U
i, j + tUAV

i, j . Bring the constraint (17a) to UM−U
mu and then

compute the second-order partial derivative with respect to
Mi to obtain ∂2U

∂(Mi )2
> 0. Making the first-order partial

derivative equal to zero yields M∗
i =

√
µ1αi(1 − βi, j)CDimj .

Bringing M∗
i into the utility function and then computing the

first-order partial derivative with respect to αi yields

∂U
∂αi
=

√
µ1(1 − βi, j)CDimj

αi
+ H3 (31)

Where H3 =
(µ1+µ2p

M−U
i , j )Di

RM−U
i , j

− µ2γ
MUCDi( f MU

i )2.
Then computing the second-order partial derivatives

yields ∂2U
∂(αi )2

< 0. It means that the first-order partial deriva-
tives of UM−U

mu are ∂U
∂αi

monotonically decreasing. When αi
takes small enough positive values, ∂U

∂αi
> 0. When αi tends

to a value of 1, ∂U
∂αi

tends to
√
µ1(1 − βi, j)CDimj + H3.

Where
√
µ1(1 − βi, j)CDimj is equivalent to M∗

i when αi
tends to 1 because the sum of the monetary cost and the
transmission cost is greater than the computational cost with
the same task size, so that ∂U

∂αi
> 0. Thus, UM−U

mu is monoton-
ically increasing with respect to αi and obtains a minimum
at tMU

i = tM−U
i, j + tUAV

i, j .
When tMU

i ≤ tof fi and tUAV
i, j < tU−B

i, j + tBSi, j , talli =

tM−U
i, j + tU−B

i, j + tBSi, j . Equation (24) and Eq. (25) are brought
into UM−U

mu , and then the first-order partial derivatives and
second-order partial derivatives with respect to αi] are cal-
culated:

∂U
∂αi
= H3 −

µ2Dm2
j

2CγUAV (µ2Dαi − Φ)2
(32)

∂2U

∂(αi)2
=

(µ2Dmj)2

CγUAV (µ2Dαi − Φ)3
(33)

Based on constraint (18a) and Eq. (25), it can be con-
cluded that µ2Dαi > Φ, and therefore ∂2U

∂(αi )2
> 0. So when

talli = tM−U
i, j + tU−B

i, j + tBSi, j , UM−U
mu is a convex function with

respect to αi , and the first-order partial derivative is made
equal to zero to obtain the offloading strategy

α
(3)
i =

1
µ2D

(

√
µ2Dm2

j

2CγUAV H3
+ Φ) (34)

At this point, there are two cases: (i) When α(2)i ≥ α(3)i ,
UM−U
mu is monotonically increasing in the range of αi ∈

[α(2)i ,1], the optimal offloading strategy is α∗i = α
(2)
i . (ii)

When α(2)i < α
(3)
i , UM−U

mu is a strictly convex function in
the range of αi ∈ [α(2)i ,1], the optimal offloading strategy is
α∗i = α

(3)
i .

Moreover, UM−U
uav is continuous with respect to mj and

has zero second order partial derivatives. Therefore, for each
fixed mj , there exists a unique Nash equilibrium point for the
MU-UAV game [13], [14], i.e., the set of optimal strategies
{α∗i ,m∗

j , f
UAV
i, j

∗}.
Since UAV’s set of strategies in the MU-UAV game

and the UAV-BS game do not interfere with each other, there
exists a unique Nash equilibrium for the Stackelberg bilayer
game.

5. Algorithm Design

In order to obtain an approximate optimal solution to the
proposed problem, as shown in Algorithm 1, we propose a
multi-leader, multi-follower Stackelberg bilayer game TASR
algorithm.

Since the duality variable λi, j introduced in Problem
P4.2 is a variable outside the set of game strategies, λi, j and
the set of game strategies need to be iterated alternately in
order to obtain the near-optimal solution. In each iteration,
the game strategy is first updated with λi, j fixed, and then λi, j
is updated with the game strategy fixed. The optimal duality
solution and the optimal set of strategies are obtained when
the iterative algorithm converges. Algorithm 1 describes the
detailed algorithmic procedure.

For the duality variable λi, j , the subgradient method is
used to update the variable values at each iteration, and the
update expression is denoted as
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λτ+1
i, j = [λτi, j + θτ∆λτi, j]

+ (35)

∆λτi, j = µ2 ∗ eU−B
i, j ,b + qb f BSi, j ,b

− µ2γ
UAVαiβi, jDiC( fUAV

i, j )2 (36)

Where ∆λτi, j denotes the corresponding subgradient,
and θτ denotes the step size of the first τ iteration.

Although increasing the amount of computing re-
sources allocated increases the monetary gain of the server, it
is accompanied by a quadratic increase in energy cost, which
is consistent with the principle of diminishing marginal re-
turns in economics [15], [16]. Using the marginal revenue
formula, the server price update expression is expressed as

mτ+1
j = mτ

j + δMRτ
UAV (37)

qτ+1
b = qτb + δMRτ

BS (38)

Where δ is the iterative step adjustment factor, and
MRτ

UAV
and MRτ

BS
denote the marginal returns of UAV

and BS, respectively. Introducing a very small price change
factor ε, MRτ

UAV
and MRτ

BS
can be specified as

MRτ
UAV =

UM−U
uav (mτ

j + ε) − UM−U
uav (mτ

j − ε)
N∑
i=1

[ fUAV∗
i, j (mτ

j + ε) − fUAV∗
i, j (mτ

j − ε)]

(39)

MRτ
BS =

L(qτ
b
+ ε) − L(qτ

b
− ε)

N∑
i=1

K∑
j=1

[ f BS∗
i, j ,b

(qτ
b
+ ε) − f BS∗

i, j ,b
(qτ

b
− ε)]

(40)

In addition, a server selection algorithm based on the
principle of least cost is designed in order to ensure compet-
itiveness among multi-leaders. As shown in Algorithm 2,
the MUs and UAVs select the service that minimises their
offloading cost as the new task offloading destination after
each iteration.

6. Simulation Results

In this section, a detailed simulation experiment of the pro-
posed algorithm is carried out using the MATLAB tool, and
the simulation results are compared with the benchmark sce-
nario. The parameters used in the simulation are based on
the experimental simulation of the real scenario, as shown in
Table 1 [6], [17]. The 2D coordinates of the BS, UAV, and
MU are randomly generated in a range of 1000m × 1000m,
where the heights of the UAV, BS, and MU are fixed at 100m,
2m, and 0m, respectively.

Figure 2 shows the iterative process of task offloading
ratio. In the initial stage of the game, the task offloading
proportion in the MU-UAV game shows an increasing trend.
In contrast, the proportion of task offloading in the UAV-BS
game has a decreasing trend. After about 90 iterations, the
offloading strategies in the bilayer game begin to fluctuate
in a small range until they finally converge. In Fig. 2, the
offloading ratio of task 3 showed a wide range of changes

Table 1 Simulation parameters.

Fig. 2 Variation in offloading ratio

after about 90 iterations. It indicates that MU3 changed its
task offloading destination after this iteration, i.e., another
UAV was selected as the server, which also implies that the
BS serving Task 3 also changed.

Figure 3 shows how the MU cost changes as the number
of iterations increases. At the beginning of the iteration, the
cost of each MU shows an increasing trend. As the number
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Fig. 3 Variations in the cost of MUs

of iterations increases, the cost of MUs starts to show a
decreasing potential and reaches a converged state at the
end. When the costs of all MUs are in the converged state,
the system reaches Nash equilibrium. Jointly observing task
3 in Fig. 2 and MU3 in Fig. 3, the cost of MU3 shows a
small fluctuation near the 90th iteration and then continues
to show a decreasing trend, indicating that the change of a
single node does not affect the performance of the proposed
algorithm, which confirms that the TASR algorithm has a
certain degree of robustness.

Next, to verify the superior performance of TASR, we
introduce three benchmark schemes for comparison. (1) Full
offloading of distribution scheme (FODS): MU offloads all
the tasks to the UAV for processing [18], and a single-layer
game is played between the UAV and the BS to determine
the offloading policy. (2) Uniform offloading distribution
scheme (UODS): The same proportion of data is computed
by BS, UAV, and MU for each task. The other strategies are
solved in the same way as TASR. (3) Randomised offloading
ratio scheme (RORS): The task offloading ratio is randomly
generated between [0,1].

Figure 4 compares the impact of different offloading
schemes on the total system cost. TASR achieves the joint
optimization of offloading strategies and computational re-
sources by solving the Nash equilibrium of the bilayer game,
which reduces the total system cost. UODS is unable to
take into account the differences in the resources of differ-
ent nodes, which leads to the imbalance in the utilization
of the resources. The decision-making of RODS is stochas-
tic and the optimization is inefficient. FODS in the case of
only a single-layer game lacks dynamic analysis of user re-
quirements and is completely dependent on server resources.
Therefore, under the same conditions TASR can obtain the
minimum system cost and always has better performance.
This proves the superiority of TASR. Moreover, TASR con-
verges after about 360 iterations, which proves the existence
of Nash equilibrium from an experimental point of view.

In addition, we conduct simulation experiments for dif-
ferent numbers of MUs. Figure 5 and Fig. 6 compare the
effects of the number of MUs on the average latency and
the total system cost of executing tasks under different of-

Fig. 4 Total system cost for different offloading schemes

Fig. 5 Average latency with different number of MUs

Fig. 6 Total energy consumption with different number of MUs

floading scenarios, respectively. Figure 5 shows that TASR
obtains the lowest average latency, and the increase in the
number of MUs does not cause significant fluctuations in the
average latency. Figure 6 indicates that TASR obtains the
lowest total system cost in the different number of MUs in
an environments, TASR obtains the lowest total system cost.
When the number of users is high, TASR reduces the energy
consumption by about 7% compared to UODS and about
16% compared to FODS. The results validate the robustness
and superiority of TASR.
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7. Conclusion

In this paper, we study MEC systems that contain multiple
MEC server-equipped UAVs and BSs and multiple MUs.
We model the interaction process between MEC servers
and MUs as a multi-leader, multi-follower Stackelberg bi-
layer game and prove the existence and uniqueness of Nash
equilibrium. We propose the TASR algorithm to obtain
an approximate optimal solution to the proposed problem
and evaluate the effectiveness of the proposed algorithm
through detailed simulation experiments. Results show that
the TASR algorithm is significantly superior and robust com-
pared to other benchmark schemes. Due to the variability of
hotspot areas for task requirements, we will consider UAV
location deployment and path planning in future research.
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