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SUMMARY  With the popularization of software defined networks,
switch migration as an important network management strategy has at-
tracted increasing attention. Most existing switch migration strategies only
consider local conditions and simple load thresholds, without fully consid-
ering the overall optimization and dynamics of the network. Therefore, this
article proposes a switch migration algorithm based on global optimization.
This algorithm adds a load prediction module to the migration model, de-
termines the migration controller, and uses an improved whale optimization
algorithm to determine the target controller and its surrounding controller
set. Based on the load status of the controller and the traffic priority of the
switch to be migrated, the optimal migration switch set is determined. The
experimental results show that compared to existing schemes, the algorithm
proposed in this paper improves the average flow processing efficiency by
15% to 40%, reduces switch migration times, and enhances the security of
the controller.

key words: software-defined network, whale optimization algorithm, load
balancing, load prediction, switch migrations

1. Introduction

With the continuous expansion of network scale and the in-
crease in complexity, traditional network management meth-
ods can no longer meet the requirements for network perfor-
mance, reliability, and flexibility [1]. Software-Defined Net-
working (SDN), as an emerging network architecture, has
brought revolutionary changes to network management by
separating network control and data plane [2].

As the core component of SDN architecture, SDN con-
troller is responsible for centralized control and management
of the entire network [3]. In order to improve the scalability,
fault tolerance and performance of the network, SDN con-
trollers are often deployed in the form of clusters. However,
with the expansion of SDN network scale and diversification
of application scenarios, the existing SDN controller clus-
ter architecture faces some challenges, one of which is the
migration of switches [4].

In the SDN controller cluster, switches may need to
be migrated to different controller nodes, which is caused
by controller node failure, load balancing needs, or network
topology changes [5]. However, the switch migration pro-
cess may lead to network interruption, traffic loss, perfor-
mance degradation and other problems, affecting the normal
operation of the network [6].
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Therefore, it is of great significance to study the meth-
ods and strategies of switch migration in the SDN controller
cluster for improving the availability, reliability and flex-
ibility of the network. This research aims to explore an
effective switch migration scheme to reduce network inter-
ruption time, minimize traffic loss and optimize network
performance. The overview and analysis of existing migra-
tion mechanisms and algorithms can provide guidance for
the design and implementation of switch migration in SDN
controller clusters.

The main contributions of this paper are as follows:

1) Inorder toreduce the cost of switch migration, this paper
proposes a switch migration algorithm based on global
optimization (SMGO). Through the improved whale
optimization algorithm, the most suitable controller is
found according to the cost of migration path, controller
load, and the number of idle controllers around the con-
troller. The algorithm in this paper can ensure that the
load on the control plane is well balanced after migra-
tion, reduce the migration cost, and ensure that impor-
tant traffic is prioritized.

2) Inorder toreduce frequent migration and avoid unneces-
sary migration operations, this paper introduces the load
prediction module into the migration model. The load
forecasting module predicts the future network load and
traffic patterns by analyzing historical data and trends.
When the network load is predicted to change, the action
module will make corresponding adjustments to avoid
network congestion and performance problems.

2. Correlation Studies

An effective way to solve the performance and scalability
constraints in traditional SDN implementations is to use dis-
tributed controllers. In order to improve the performance of
the control plane in SDN, several aspects need to be consid-
ered. On the one hand, the performance can be improved
by maximizing the performance of the controller and trans-
ferring part of the work to the forwarding device. On the
other hand, a group of distributed controller nodes can be
used to realize the logically centralized control plane and
solve the consistency problem of global view and state, thus
improving the scalability. However, when a large amount of
uneven traffic reaches the distributed controller, this method
may lead to the problem of load imbalance between con-
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trollers [7].

Cheng et al.[8] proposed a game decision-making
mechanism, which is used to migrate the switch from an
overloaded controller to an idle controller while maximiz-
ing resource utilization. However, there is a lack of game
triggering mechanism, and the whole process will generate
additional network overhead. In the distributed nearest mi-
gration algorithm [9], the controller with the closest physical
location is selected as the target controller for easy opera-
tion, but this method is likely to bring new load imbalance.
In the maximum resource utilization migration algorithm
(MUMA) [10], when load imbalance occurs, the controller
randomly selects a switch for migration. However, the algo-
rithm does not consider load balancing, and new overloads
may occur after migration. Liu et al. [11] proposed a multi
controller deployment algorithm based on delay and load, but
it did not consider the future load situation, which may cause
a large cost when the controller is migrated in the next step
after migration. Gao et al. [12] proposed a multi controller
dynamic load balancing mechanism. When the controller
is overloaded, the super controller is used to balance the
migration effect and the migration cost, and formulate an ap-
propriate switch migration strategy. However, it takes a long
time to calculate, and for different network architectures, the
optimization effect varies greatly.

Through investigation at home and abroad, it is found
that the control plane load imbalance problem is generally
solved by switch migration strategy, but the existing switch
migration strategy is often based on static planning or heuris-
tic algorithm, lacking flexibility and adaptability, and can not
adapt well to the rapidly changing network environment and
traffic demand.

In order to solve the above problems, this paper uses
load forecasting algorithm to improve the migration method.
The algorithm can determine the trigger time of migra-
tion, and select appropriate immigration and emigration con-
trollers to reduce unnecessary migration. If it is predicted
that the controller that needs to be relocated will also be
overloaded at the next moment, then make a comprehen-
sive judgment based on the load of the surrounding idle
controllers, and re-select the controller that needs to be re-
located to reduce the migration frequency in the future. In
addition, by using switch collection migration, you can re-
duce migration times and improve migration efficiency. At
the same time, traffic is prioritized to ensure that important
traffic can be prioritized.

3. Problem Description and Migration Model Modeling

The research background of this paper is SDN under dis-
tributed architecture. In SDN, the logical central controller
(decision-maker) manages the data plane by sending data
packets with processing policies to the switch. Because the
traffic is unstable and unbalanced within a certain period of
time, when the switch traffic in the controller domain sud-
denly increases, the response of the controller to the request
will be affected, resulting in overload of the controller.
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Fig.1  SDN multi-controller architecture.

3.1 Problem Description

The common SDN controller cluster architecture is shown in
Fig. 1. When a controller gathers a large number of requests
and the controller is in an overload state, according to the
definition of the OpenFlow protocol, if the main controller
of the switch is in an overload or inefficient state, the switch
can be migrated and another controller can be selected from
the control plane as the new main controller [13].

3.2 Symbols and Definitions

The entire network architecture is represented by graph G =
(N,S), where N and S represent the set of nodes and links,
respectively. The controller set is represented by C and the
switch set by E. T = [x;;]uxn is the connection matrix
of all elements, where M and N represent the number of
controllers and switches, and x;, represents the mapping
relationship between switch E; and controller C,, as shown
in Formula (1).

= 1, Switch E;is connected to controller C;
Y 710, Switch E; is not connected to controller C;

€))

The load value of the controller is defined as the num-
ber of switches Packet_In in its domain received by the con-
troller, as shown in Formula (2).

LCy = ) Prc, ©)
i=1

Where, LC), represents the load value of the controller,
and Pg,c, represents the number of Packet_In received by
the controller C,, from the switch E;.

The controller C,, status is defined as a),, and the value
of a,, is shown in Formula (3).

O, LCp < LCthreshold
a, = 3
P {1, LCp > LCipreshold )

Where, LC;hyeshola is the threshold value of controller
overload.
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Table 1  Traffic priority division
Type Pri Priority
Background service 4 low
Interactive business 3
Real time-stream 2 ‘L
Information control management 1 high

The standard deviation of controller load is used to
express the load balance factor, as shown in Formula (4).

N
o= % Z(LCi ~LC) “4)
i=1

After the switch is migrated, the new load balancing
factor is shown in Formula (5).

N

* 1 * —*2 * —%

o =% .]Z.(Lci -IC) + (1 - IC)
i=1,i#j

2

)

Where LG;* = LC; — Lg,c;, LC;* = LCj— Lg,c;, LC
is the new average load and Lg, ¢ s the number of Packet_In
received by the controller C; from the switch E;.

Link congestion rate, using the throughput and link
bandwidth capacity The ratio is expressed.

B

Qink = & (6)

Where g, represents the congestion rate of the link
and B represents the throughput of the link. Gets the number
of bytes accepted and sent by the switch port and the time
by sending a PORT_STATS_REQUEST message to the
switch. The throughput of the link is indicated by Formula
).

T, - T,
p-lazh
-1

Ry — Ry
+

PR (N

Where T and R represent the bytes sent and received
respectively, and t means unified Calculate the time. The
congestion rate can be calculated by Formula (6) and (7).

3.3 Traffic Category Classification

In the migration process, not only the migration cost and load
balance, but also the type of traffic needs to be considered,
and important traffic needs to have a higher migration pri-
ority. To achieve this goal, this paper uses SDN combined
with deep packet inspection (DPI)[14] to identify traffic.
The traffic priority division scheme is shown in Table 1.
Traffic is divided into four categories according to business
types to ensure that important traffic can be prioritized.

4. A Globally Optimized Switch Migration Model

The migration model in this paper is shown in the figure. It
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involves four modules in total: load statistics module, traffic
prediction module, migration target selection module and
action management module. The corresponding functions
of each module are as follows.

1) Load statistics module. This module is mainly respon-
sible for counting the load of each controller in the con-
troller cluster, judging whether the traffic in the con-
troller exceeds the threshold, and determining the con-
troller to be migrated.

2) Flow prediction module. This module receives the load
statistics from the load statistics module and the con-
troller to be migrated. The prediction model predicts
the load situation of the controller to be migrated at the
next moment according to the traffic history information
to determine whether migration is still needed to avoid
frequent migration.

3) Target selection module. This module is the core mod-
ule of this paper, which is mainly responsible for finding
the target controller and its surrounding controller clus-
ters that can make the migration behavior of the entire
controller cluster reach the global optimization.

4) Migration implementation module. This module re-
ceives the migration controller from the traffic predic-
tion module and the migration controller from the target
selection module, and is responsible for sending specific
migration strategies to the data layer switch and migra-
tion, so as to achieve load balancing of the controller
cluster.

This model divides the migration process into four mod-
ules. Each module is divided into work and cooperation,
which improves the work efficiency to a certain extent. On
the basis of the common functions of load detection and mi-
gration selection, the flow prediction function is introduced
to avoid the waste of resources caused by unnecessary mi-
gration. The target selection module benefits from traffic
prediction, which makes the controller target selected more
reasonable and the whole network system more stable. The
migration model is shown in Fig. 2.

4.1 Traffic Prediction Module

According to the current research, switches are mostly mi-
grated when the controller is overloaded. However, in actual
research, there may be situations where the load is too high
for a short time, but the controller can handle and recover to
normal working status immediately. In this case, the switch
migration will cost more than waiting for the controller to
complete the processing. Therefore, this paper introduces a
load prediction model to avoid unnecessary migration and
reduce resource waste.

Auto-Regressive Integrated Moving Average Model
(ARIMA) is a common time series analysis method [15],
which can be used to predict future traffic. The following
steps are used for traffic prediction with ARIMA model:

Step 1: Collect data, collect historical traffic data, in-
cluding traffic values at each time point.
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Fig.2  Switch migration model.

Step 2: Data preprocessing, preprocessing data, includ-
ing deleting outliers, checking data stability, etc. ARIMA
model requires that the time series is stable, that is, the mean
and variance do not change with time. If the data is unstable,
it needs to be stabilized, such as difference operation.

Step 3: Model selection, select the appropriate ARIMA
model according to the autocorrelation and partial autocor-
relation graph of the data. Autocorrelation plots can be used
to determine moving average components, and partial au-
tocorrelation plots can be used to determine autoregressive
components. Automated methods, such as grid search, can
be used to determine the best ARIMA model.

Step 4: Model estimation, Based on the selected
ARIMA model, the maximum likelihood estimation (MLE)
is used to estimate the model parameters. This will result in
an optimal set of model parameters.

Step 5: Model test, use the estimated model parame-
ters to fit the historical data, and calculate the residual (the
difference between the observation value and the model pre-
diction value). The residual sequence is tested to ensure that
it meets the requirements of randomness and stability.

Step 6: Model prediction: use the estimated ARIMA
model to predict the future traffic of the controller.

The flow of algorithm 1 is as follows: after the load
statistics module completes the statistics and preliminary
evaluation, the traffic prediction module will receive the load
information from the traffic statistics module to preliminary
judge the overload controller and the target controller. The
prediction model is built to predict the load at the next time.
If the overload controller is still overloaded at the next time,
select the controller as the exit controller and send the mi-
gration trigger signal Move.

4.2 Target Selection Module

This module is the core of the entire migration model. This
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Algorithm. 1 Controller flow prediction algorithm

1) Load information from Load_Statistics Module

2) Overload Controller C;,Switch Collection Ag

3) Training of the ARIMA model

4) — Predict the load situation of C; at the next
moment, LC/

5) While Lcll > LCthreshold

6) C, — Overload; Move;

7) Target Controller C, , Controller Collection Ac
from Target_selection Module

2

8) if LC; + LAg < LCihreshold
9) Target = Cy;
10) else

11) Target = Cpew € Ac,;

12) Move_Start;

13) Update controller < C4,C, >

paper proposes a global optimal migration algorithm based
on the improved whale optimization algorithm to reduce the
migration cost and ensure the performance of the controller.

4.2.1 Global Optimal Target Controller

The original Whale Optimization Algorithm (WOA) steps
are roughly as follows:

1) Initialize individual position and velocity: The initial
position x(¢) and velocity v(¢) are randomly generated
for each whale.

2) Calculate individual fitness: calculate the fitness value
of each whale according to the objective function of the
problem.

3) Select the current optimal solution: according to the
individual fitness, select the current optimal solution p.

4) Select the global optimal solution: select the global
optimal solution g according to the fitness size of all
individuals.

5) Update speed and position: update the velocity and po-
sition of each whale according to the following formula:

v(t+1) = Ax(p—x(t) +C (g — x(1) ®)
x@+1)=x@)+v(+1) ©)

Where v(z+ 1) represents the speed of the 7+ 1 time step;
v(t) represents the speed of the 7 time step; A is the degree
of freedom factor used to regulate the individual speed; p is
the individual optimal solution; x(¢) is the position of the ¢
time step; C is the amplitude scale factor, which is used to
adjust the amplitude of the global optimal solution; g is the
global optimal solution.

Because the traditional whale optimization algorithm
randomly generates the initial position of the whale at the
beginning, this randomness will lead to slow convergence
of the algorithm, and there may be premature convergence
problems, that is, it is easy to fall into the local optimal
solution and cannot find the global optimal solution [16].
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Fig.3 AWOA algorithm flow.

So this paper proposes Adaptive Whale Optimization Al-
gorithm (AWOA) based on adaptive inertia weight. In the
process of position update, inertia weight is introduced. By
adjusting the size of inertia weight, we can balance the global
search and local search, and improve the performance of the
optimization algorithm [17]. The updating strategy of iner-
tia weight adopted in this paper is linear decreasing, which
makes the inertia weight gradually reduce from the maxi-
mum value to the minimum value, thus increasing the global
search ability of the algorithm. A larger inertia weight can
accelerate the exploration ability of the algorithm, while a
smaller inertia weight can enhance the local search ability of
the algorithm. By gradually reducing the inertia weight, the
algorithm can explore the solution space more widely at the
initial stage of the search, and search the optimal solution
more finely at the later stage of the search. The formula of
inertia weight introduced on the original basis is as follows:

v+ 1) =w=xv(t)+Ax(p—x()+C=(g—x(t))
(10)

w = w_max —(w_max —w_min) * (t — 1)/T (11D

Among them, w is the inertia weight, which is used to
control the influence of the current speed, that is, balance the
influence of the individual optimal solution and the global
optimal solution on the speed; w_max is the initial maxi-
mum inertia weight; w_min is the minimum inertia weight;
t indicates the number of current iterations; 7" represents the
maximum number of iterations.

In the search and predation phase of AWOA algorithm,
each whale individual is regarded as a specific solution, and
the whale individual is evaluated according to the results of
each iteration. When the maximum number of iterations is
reached, the optimal whale individual in the current maxi-
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mum number of iterations is regarded as the global optimal
solution of the algorithm.

4.2.2  For the Selection of the Migration Node

At the beginning of the migration action, the switch nodes
connected to the migration controller need to be added to
the node set Ty 4. to be selected according to the migration
priority.

Calculate the flow LCj, that the target controller can
accept. LC;, is defined as the difference between the target
controller load and the average load of the control plane
controller, as shown in Formula (12).

1 &
LC;, = Lcturget - Z Z LC; (12)

i=1

Where, LC;4rger is the target controller load.

The node selection problem is actually a dynamic pro-
gramming problem. The optimization goal is to select the
node with the highest priority under the limit of the total
capacity LC;j,.

1) Problem analysis

In the first i switch nodes, select several nodes to join
the set Tnoqe to be migrated.

Status: In the first i switch nodes, select several nodes
to join the set Ty o4 to be migrated with the remaining load
space of /¢ to obtain the maximum priority.

Decision: whether to select the i switch node to join
MigNode{ }.

2) The state transfer equation

Let it represent the maximum priority occupied by the
migration collection T4, With a load capacity of Ic after
joining the first i switch nodes

F(i,j) = max

F@i — 1,1c — Load[i] + S_Pri[i]), select the ith node
F(i—1,1c) , not select the ith node
(13)

Where F(0,j) = 0, Load|i] represents the load of the i
node, and S_Pri[i] indicates the migration priority of the i
node.

4.3 Migration Implementation Module

In this module, complete the switch migration operation,
update the connection matrix € = [x;;]pxn of the network
elements, and change the role of the controller. First, through
the overload controller and target controller determined by
the prediction module, the overload controller selects the mi-
gration switching unit to be migrated, and sends the trigger
migration signal to the target controller C;qrges. After re-
ceiving the signal, C;4,ge; Will respond to the migration start
signal and start the migration action.



830

Algorithm. 2 is based on a global optimal migration

algorithm with an improved whale optimization algorithm

1) Initialize the position and velocity of the initial
population — idp, idv

2) Initialize the global optimal position — gppest

3) The global optimal fitness values were calculated —
gfbest

4) iteration =0, maxlterations =T

5) while iteration < T and not convergenceCriterion

6) for each 1 in population

7) update idp, idv

8) adjustPositionToBounds
9) evaluate individualFitness — idf
10) ifidf > idfyest

11) idppest = idp
12) idfyesy = idf
13) ifidf > gbfyest

14) 8Pbest = ldp
15) 8fpest = idf
16) iteration = iteration + 1

17) return gppest

The detailed process of Algorithm 2 is as follows. First,
the load prediction module confirms whether the overload
controller needs to be migrated by analyzing historical data
and trends. Then, the target selection module preliminar-
ily selects the globally optimal target controller and its sur-
rounding idle controller cluster through the continuous con-
vergence iteration of the improved whale optimization al-
gorithm, and finally determines the target controller by the
prediction module. Finally, the action module sends the
migration start signal to the overload controller to start the
migration operation.

5. Analysis of Experimental Results
5.1 Algorithm Performance Test

In order to test the optimization performance of the adaptive
inertia weight based whale optimization algorithm (AWOA)
and other swarm intelligence optimization algorithms pro-
posed in this paper, the benchmark function [18] is used for
simulation testing, and the results are compared and ana-
lyzed.

In this paper, the classical benchmark function is used
as the fitness function to compare the convergence accuracy
and convergence speed of different optimization algorithms.
Where, Fi(x) ~ F3(x) is a single peak benchmark func-
tion, and Fy(x) ~ Fg(x) is a multi peak benchmark function.
The experimental parameters of Particle Swarm Optimiza-
tion (PSO) and WOA algorithms are set as follows: popula-
tion size is 30, particle dimension is 30, and the maximum
number of iterations is 500. After a large number of experi-
ments, the value range of inertia weight in AWOA algorithm
is set to 0.01 to 0.4, and other parameters are consistent with
WOA algorithm.

The test results are shown in Fig. 4, where the conver-
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gence curve represents the optimal convergence value of the
current iteration number. It can be seen from Fig. 4 (a) to
Fig. 4 (f) that AWOA algorithm has a faster convergence rate
in the iterative process than PSO and WOA algorithm. This is
because the adaptive inertia weight strategy improved in this
paper is introduced. The inertia weight changes adaptively
with the population state, avoiding invalid iterations, increas-
ing population diversity, and further improving the conver-
gence speed and accuracy. It can be seen from Fig. 4 (b),
Fig. 4 (c) and Fig.4 (f) that the convergence curve of the
AWOA algorithm is not displayed at the end of the iteration,
which proves that the AWOA algorithm has converged to the
optimal value at this time, and no redundant iterative search
is required. However, other algorithms will fall into the local
optimal value in the optimization process, and the conver-
gence curve gradually becomes stable, so that they cannot
jump out of the local optimal domain, hinder the global op-
timization efficiency, and lead to a significant decline in the
overall optimization performance.

In addition, this article conducted 1000 independent lo-
calization optimization experiments in the same simulation
environment. The experimental results are shown in Ta-
ble 2. Although the AWOA algorithm has a slightly higher
computational complexity than PSO, its optimization local-
ization performance is better. After introducing an adaptive
inertia weight strategy on the basis of the traditional WOA
algorithm, the average consumption time of the AWOA algo-
rithm is reduced by about 40%, while the average optimiza-
tion positioning error is reduced by 28%, indicating better
optimization performance.

5.2 Experimental Environment

This experiment uses OpenDaylight to realize the control
and management of SDN. Set multiple SDN controller in-
stances on different virtual machines, and enable them to
communicate with each other by configuring network con-
nections between controllers. Connect the SDN switch to
the controller cluster by specifying the IP address or domain
name of the controller on the switch [19]. Use the Mininet
tool to simulate and deploy the SDN topology, and use the
Ipref tool to simulate the flow to test the performance of the
controller. The topology structure adopted in this paper is:
5 controllers Cy ~ Cy4, 15 switches Ey ~ Ej4, which are
randomly distributed. The experimental topology is shown
in the Fig. 5.

Experimental parameters. Considering that the aver-
age diameter of a typical real network topology is about
log(n) [20], the maximum number of public nodes in the
experiment is set to 2log(n), and the channel delay from
the controller to the switch is 0.5ms. Each group of labo-
ratory runs 20 times, and takes the average value to ensure
unbiased.

5.3 Controller Load

This paper defines the controller load ratio as the ratio of the
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Fig.4 Convergence curve of benchmark test function.

Table 2 Algorithm average consumption time and average positioning
error
Algorithm Average consumption Average positioning
name time/s error/m
PSO 0.045 146.58
WOA 0.086 153.73
AWOA 0.052 110.69

actual controller receiving Packet_In request data packets
to the controller capacity, as shown in the Formula (14).

LC
= 14
o c. (14)

This paper compares the maximum, middle and min-
imum load proportions in the controller cluster. Figure 6
and Fig. 7 clearly show the comparison of the load share of
the controller using the SMGO algorithm mentioned in this
article and not using any load balancing algorithm under the
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Fig.5 Experimental topology.
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Fig.6  Controller load distribution under static distribution.
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Fig.7  Controller load distribution under SMGO.

same traffic transmission situation.

Figure 6 shows the load distribution of the controller
after the network runs for a period of time without load bal-
ancing. Figure 7 shows the load distribution of the controller
after SMGO algorithm is added. It can be seen from Fig.7
that after implementing the SMGO algorithm, the number
of loads exceeding the controller capacity is greatly reduced,
and the network stability is better. In the case of static alloca-
tion, no measures are taken after the controller load exceeds
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Fig.9 Relations of network size and response times.

the threshold, and the resource allocation on the entire link
is very unbalanced.

5.4 Response Time

The load balancing of different algorithms is measured by
testing the response time of the controller. The controller
load balancing dynamic adaptive algorithm (DALB)[21]
and the maximum resource utilization migration algorithm
(MUMA) are used for comparison.

The response time comparison is shown in Fig. 8. It can
be seen from Fig. 8 that the controller response time of the
SMGO algorithm proposed in this paper is shorter than that
of the MUMA and DALB algorithms, and its performance is
better than that of the MUMA and DALB algorithms. Fig-
ure 9 shows that the average response time of the controller
changes with the increase of the network size when the trans-
mission rate is unchanged. Experiments show that SMGO
algorithm has shorter controller response time and better
performance than the other two load balancing algorithms.

5.5 System Stability

The stability of the system is related to the number of migra-
tions, because during the migration process, some switches
may not be able to handle new connections in time, resulting
in migration interruption and other problems[22]. At the
current scale, the migration frequency of SMGO algorithm
is significantly less than that of DALB and MUMA algo-
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Table 3  Average number of migrations at different network sizes
Number of switches MUMA DALB SMGO
/ unit / times / times /times
15 2 2 1
30 6 4 1
45 8 6 2
60 10 8 3

rithm. It can be seen from Table 3 that SMGO will consider
the migration cost of the controller at the next moment every
time the load is balanced. As the switch size continues to
increase, the gap shows an obvious trend of expanding.

6. Conclusion

This paper studies the switch migration strategy under the
distributed software definition network architecture, and pro-
poses a switch migration strategy based on global optimiza-
tion. The strategy first finds the target controller and the
surrounding controller set based on the improved whale op-
timization algorithm. On this basis, the migration target is
recalculated through the load prediction algorithm to ensure
that this migration has the smallest impact on the network
stability at the next moment. The simulation results show
that AWOA algorithm has higher precision and faster conver-
gence speed than PSO, WOA and other algorithms; When
applied to the scenario of global optimal controller target
location, the positioning performance of the algorithm in
this paper is significantly better than that of the compared
algorithm, and it is more suitable for switch migration in the
SDN controller cluster environment.
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