On Easily Reconstructable Logic Functions

SUMMARY This paper shows that sum-of-product expression (SOP) minimization produces the generalization ability. We show this in three steps. First, various classes of SOPs are generated. Second, minterms of SOP are randomly selected to generate partially defined functions. And, third, from the partially defined functions, original functions are reconstructed by SOP minimization. We consider Achilles heel functions, majority functions, monotone increasing cascade functions, functions generated from random SOPs, monotone increasing random SOPs, circle functions, and globe functions. As for the generalization ability, the presented method is compared with Naive Bayes, multi-level perceptron, support vector machine, JRIP, C4.5, and random forest. For these functions, in many cases, only 10% of the input combinations are sufficient to reconstruct more than 90% of the truth tables of the original functions.
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1. Introduction

Memorization is to memorize the training set, and can be performed by just storing the training set into a memory device. On the other hand, learning not only memorizes the training set, but also predicts outputs for unknown inputs that occur in the test set. Thus, learning includes the generalization ability. In machine learning, increasing the generalization ability is a very important issue.

In [21], we showed that a logic minimizer can be used for machine learning in handwritten digit recognition, where unknown values are predicted by assigning 0 or 1 to don’t care values by a logic minimizer. However, it was not known if the statement is true for other classes of functions.

In this paper, we investigate how a logic minimizer predicts the unknown values for special classes of functions. We are interested in the class of functions that are easy to reconstruct. Functions that have simple representations are easy to reconstruct. Our method is as follows: Given a function \( f \) represented by a simple sum-of-products expression (SOP), randomly select the minterms of \( f \) to generate a partially defined function \( \tilde{f} \). From \( \tilde{f} \), we reconstruct the original function \( f \) using an SOP minimizer.

When the fraction of the selected minterms is large, the original function can be reconstructed easily. However, when the fraction of the selected minterms is small, the reconstruction of the original function is difficult. Benchmark functions include: Achilles heel functions; symmetric threshold functions; randomly generated non-monotone SOP, randomly generated monotone SOP, circle functions, and globe functions. For these functions, we compare the performance of machine learning methods including:

- SOP minimization of partially defined function.
- Naive Bayes method.
- Multi-level perceptron (neural network).
- Support vector machine.
- Decision tree.
- Random forest.

The rest of this paper is organized as follows: Section 2 shows definitions of various functions and their properties. Section 3 shows the method to perform experiments. Section 4 shows the method to evaluate the performance of the reconstruction. Section 5 compares the performance of various machine learning methods. Section 6 shows the experiments with multi-valued input functions. Section 7 surveys related works. Section 8 concludes the paper.

Preliminary versions of this paper were presented in [23] and [24].

2. Definitions

Definition 2.1: Let \( ON, OFF \), and \( DC \) be subsets of \( B^n \), where \( B = \{0, 1\} \), \( ON \cap OFF = \emptyset \), \( ON \cap DC = \emptyset \), \( OFF \cap DC = \emptyset \), and \( ON \cup OFF \cup DC = B^n \). Consider a function \( f \) such that, for any \( \vec{a} \in B^n \),

\[
\begin{align*}
\vec{a} \in ON & \Rightarrow f(\vec{a}) = 1, \\
\vec{a} \in OFF & \Rightarrow f(\vec{a}) = 0.
\end{align*}
\]

When \( DC = \emptyset \), \( f \) is totally defined, while when \( DC \neq \emptyset \), \( f \) is partially defined.

Problem 2.1: Given a partially defined function \( f \), find the simplest sum-of-products expression (SOP) that is consistent with \( f \).

This process is called logic minimization. However, it can be also used for reconstruction of a function.

Definition 2.2: A minimum sum-of-products expression (minimum SOP) for \( f \) satisfies the following conditions:

1. It has the fewest products.
2. It has the fewest literals subject to the condition 1.

When \( n \) is small (say \( n \leq 10 \)), we can use the Quine-McCluskey method [13] to derive a minimum SOP. However,
when $n$ is large, exact minimization is too time-consuming. So, we have to resort to a heuristic minimization algorithm such as MINI [8] to obtain near minimum solutions.

**Lemma 2.1:** [20] A minimum SOP can be represented as a sum of only prime implicants (PIs).

**Definition 2.3:** The SOP degree of $f$ is the maximum number of literals in a product of a minimum SOP for $f$ across all products.

**Example 2.1:** Consider the partially defined function $\hat{f}$ whose ON and OFF sets are shown in Table 1. Suppose that Table 1 is the training set. Predict the output for the function for the input $\bar{a} = (x_1, x_2, x_3, x_4) = (1, 1, 0, 1)$. Since the vector $\bar{a}$ is not contained in the training set, nobody knows the output for this input.

Fig. 1 shows the map for $\hat{f}$, where blank cells denote don’t cares. If we perform an SOP minimization using the map in Fig. 2, we have the simplified expression for $\hat{f}$: $f = x_1 \bar{x}_2$. Although the value of $f(\bar{a})$ is undefined, if the value is 1, and if the values of $f$ for other blank cells are 0, then the SOP for $f$ becomes simpler. **Occam’s razor** [7] recommends to use simple rules. So, we assume that the function value for $\bar{a}$ to be 1.

Next, predict the output value for the input $\bar{b} = (0, 0, 0, 1)$. In this case, the output is assumed to be 0, since this makes the SOP simpler. Such operation is called **generalization** in machine learning.

**Definition 2.4:** $Ach(k, m)$ is the Achilles heel function of $k \times m$ variables. Each product of the minimum SOP of $Ach(k, m)$ has $k$ literals, and the SOP has $m$ products, where all literals are distinct.

**Example 2.2:**

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>OFF</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 1** Partially defined function

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ON</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

$Ach(2, 6) = x_1 y_1 \lor x_2 y_2 \lor x_3 y_3 \lor x_4 y_4 \lor x_5 y_5 \lor x_6 y_6$

$Ach(3, 4) = x_1 y_1 z_1 \lor x_2 y_2 z_2 \lor x_3 y_3 z_3 \lor x_4 y_4 z_4$

$Ach(4, 3) = x_1 y_1 z_1 w_1 \lor x_2 y_2 z_2 w_2 \lor x_3 y_3 z_3 w_3$

$Ach(6, 2) = x_1 y_1 z_1 w_1 u_1 v_1 \lor x_2 y_2 z_2 w_2 u_2 v_2$

**Lemma 2.2:** The SOP degrees of functions are:

- 1 for $n$-variable OR function.
- $n$ for $n$-variable AND, and parity function.
- $r + 1$ for $(2r + 1)$-variable majority function.
- $k$ for Achilles heel function $Ach(k, m)$.

**Example 2.3:** Consider the Achilles heel function:

$Ach(2, 3) = x_1 y_1 \lor x_2 y_2 \lor x_3 y_3$.

The complement of $Ach(2, 3)$ is

$\overline{Ach(2, 3)} = (x_1 \lor \bar{y}_1)(x_2 \lor \bar{y}_2)(x_3 \lor \bar{y}_3)
= x_1 \bar{x}_2 \bar{x}_3 \lor \bar{x}_1 x_2 \bar{x}_3 \lor \bar{x}_1 \bar{x}_2 x_3 \lor \bar{x}_1 \bar{x}_2 \bar{x}_3 \lor \bar{x}_1 \bar{x}_2 \bar{x}_3 \lor \bar{x}_1 \bar{x}_2 \bar{x}_3$

The last SOP is the minimum, and the maximum number of literals is three. So, the SOP degree of $Ach(2, 3)$ is three.

**Example 2.4:** Consider the partially defined function $f$ in Table 2, where the OFF and the ON sets are shown. Note that the ON set consists of two vectors: $\{\bar{a}_1, \bar{a}_2\}$, while the OFF set consists of two vectors: $\{\bar{b}_1, \bar{b}_2\}$.

The minimal SOPs for $\bar{f}$ are $\{\bar{f}_1 = x_1 x_4 \lor \bar{x}_1 \bar{x}_4\}$ and $\bar{f}_2 = \bar{x}_2 \lor x_3$. The maps for these SOPs are shown in Figs 3 and 4. The minimal SOPs for $\hat{f}$ are $\{f_1 = x_1 \bar{x}_4 \lor \bar{x}_1 x_4\}$ and $f_2 = x_2 \bar{x}_3$. Thus, $f_2$ is the exact minimum. The maps of these SOPs are shown in Figs 5 and 6. The maximum number of literals in a product is two. Note that these SOPs depend on only two variables.

**Definition 2.5:** Let $\bar{a}$ and $\bar{b}$ be elements of $B^n$. If $f$ satisfies $f(\bar{a}) \geq f(\bar{b})$, for any vectors such that $\bar{a} \geq \bar{b}$, then $f$ is a monotone increasing function.

**Theorem 2.1:** [20] Let $f$ be a monotone increasing function of $n$ variables. Then,

1. All the prime implicants of $f$ are essential prime implicants.
2. There is a unique minimum SOP for $f$. 

**Table 2** Partially defined function

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ON</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>OFF</td>
<td>$\bar{b}_1$</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\bar{b}_2$</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
3. Experiments

3.1 SOP Minimizer for Machine Learning

In this experiment, a modified version of the MINI [8] [9] logic minimizer was used. In MINI, the number of products is reduced as the primary objective, and the number of literals is reduced as the secondary objective. The following algorithm shows the outline:

Algorithm 3.1: (MINI13)

1. From the ON and the OFF sets, generate the DC set by $DC = \overline{ON} \cup \overline{OFF}$.
2. Simplify the SOP for the ON set, and the SOP for the OFF set using $DC$, independently.
3. Count the products in the simplified SOPs. Let $f_1$ and $f_0$ be the totally defined functions for the simplified SOPs for the ON and the OFF sets, respectively.
4. If the simplified SOP for $f_1$ has fewer products, then replace the SOP for $f_0$ by the simplified SOP for $f_1$. Otherwise, replace the simplified SOP for $f_1$ by the simplified SOP for $f_0$.

This logic minimizer has two outputs ($F_p, F_n$): $(1,0)$ shows the positive class $(1)$, $(0,1)$ shows the negative class $(0)$, and $(0,0)$ shows unknown. Thus, the minimizer has a three-valued output, and shows more information than a binary logic minimizer. When the minimizer cannot decide whether an input is positive or negative, it produces unknown outputs. Multiple classifiers of this type can be combined to create a multi-class classifier [21]. Let $F_p$ be an SOP for $f_1$, and let $F_n$ be an SOP for $f_0$. Note that $F_p \cdot F_n = 0$, but $F_p \lor F_n$ is not necessarily a tautology: $F_p \lor F_n$ only covers a part of the entire combinations.

The last step of Algorithm 3.1 is used to make the resulting SOPs disjoint. Also, it improves the generalization ability for imbalanced data sets, which will be shown in 5.1.

In the expand-minority strategy *, the SOP for the minority class is simplified as the first priority.

3.2 Achilles Heel Function

Example 3.5: Consider the following Achilles heel functions: Ach(2,6), Ach(3,4), Ach(4,3), and Ach(6,2). These functions all have 12 variables. Thus, the total numbers of input combinations are $2^{12} = 4096$. The numbers of minterms in the ON sets for Ach(2,6), Ach(3,4), Ach(4,3), and Ach(6,2) are 3367, 1695, 721, and 127, respectively.

We generated partially defined functions with different numbers of selected minterms, and tried to reconstruct the original functions by logic minimization (MINI13). The results are shown in Table 3. In the table, $\varnothing$ shows that the logic minimizer successfully reconstructed the original function, while $\times$ represents a function that was not reconstructed. A single difference in even one minterm was deemed to not be reconstructable.

This result shows that Ach(3, 4) and Ach(4, 3) are easier to be reconstructed, while Ach(6, 2) is harder to be reconstructed. Also, with the increase the number of selected minterms, the reconstruction of functions became easier.

<table>
<thead>
<tr>
<th>SOP</th>
<th># of Minterms</th>
<th># of Products</th>
<th>SOP degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ach(2, 6)</td>
<td>$\varnothing$</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Ach(3, 4)</td>
<td>$\varnothing$</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Ach(4, 3)</td>
<td>$\varnothing$</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Ach(6, 2)</td>
<td>$\times$</td>
<td>2</td>
<td>6</td>
</tr>
</tbody>
</table>

3.3 Other Monotone Increasing Functions

A symmetric threshold function with $n$ variables and threshold $T$ is defined as

$$Th(n, T)(x_1, x_2, \ldots, x_n) = 1 \text{ iff } \sum_{i=1}^{n} x_i \geq T.$$ 

It is a monotone increasing function.

Th(8,4) is an 8-variable symmetric threshold function, where the threshold is four. The SOP for $Th(8, 4)$ has $\binom{8}{2} = 70$ prime implicants, while the SOP for $\overline{Th(8, 4)}$ has $\binom{8}{3} = 56$ prime implicants.

Table 4 shows the experimental results. SOP minimizations could not reconstruct $Th(n, T)$. For these functions, reconstruction did not occur because the number of the prime
implicants is too large.

A monotone cascade function (MCF) can be realized by a cascade of two-input logic cells, where OR cells and AND cells are connected alternately. Specifically,

$$MCF(8) = (((x_1 \lor x_2) \lor x_3 \lor x_4) \lor x_5 \lor x_6) \lor x_7 \lor x_8.$$  

The numbers of the prime implicants of MCF(n) is \(\left\lceil \frac{n}{2} \right\rceil + 1\), while that of the complement of MCF(n) is \(\left\lfloor \frac{n}{2} \right\rfloor\).

Table 4 also shows the results for an MCF function. Reconstruction of the original functions from the MCF(n) functions with randomly selected minterms was easier than from the Th(n,T) function with randomly selected minterms.

### 3.4 Functions Generated by Random Expressions

To specify the complexity of SOPs, we use the following parameters: \(n\) is the number of variables; \(m\) is the number of products; and \(k\) is the number of literals, in each product.

SOP(n,m,k) is a randomly generated non-monotone SOP with \(n\) variables, \(m\) products, and \(k\) literals in each product. We carefully selected values of \(n\), \(m\), and \(k\) so that SOPs represent non-constant 1 functions [11]. To select \(k\) variables out of \(n\) variables, we used the algorithm in [3] and a pseudo random number generator.

MoSOP(n,m,k) is a randomly generated monotone SOP with \(n\) variables, \(m\) products, and \(k\) positive literals in each product. Table 5 shows the experimental results for \(8\)-variable functions.

### 3.5 Circle and Globe Functions

Here, we define two mathematical functions**.

**The expand operation in MINI[8] reduces the number of literals in a product.

**A circuit function is considered in [4], but the definition is different.

### Definition 3.6: The Circle function is

$$Circle(X,Y) = \begin{cases} 1 & \text{if } X^2 + Y^2 \geq R^2 \\ 0 & \text{otherwise.} \end{cases}$$

The Globe function is

$$Globe(X,Y,Z) = \begin{cases} 1 & \text{if } X^2 + Y^2 + Z^2 \geq R^2 \\ 0 & \text{otherwise.} \end{cases}$$

Assume that \(X\), \(Y\), and \(Z\) are represented by \(n\)-bit binary numbers, and \(R = 2^n - 1\). The Circle function has \(n_t = 2n\) variables, while the Globe function has \(n_t = 3n\) variables.

**Example 3.6: (Circle Function)**

When \(n = 3\), \(X\) and \(Y\) are represent by 3-bit numbers, and \(R = (1,1,1)_2 = 7\).

While \(X = (1,0,1)_2 = 5\) and \(Y = (1,0,0)_2 = 4\), we have

$$X^2 + Y^2 = 5^2 + 4^2 = 25 + 16 = 41 < (7^2 = 49).$$

Thus, \(Circle(5,6) = 0\).

When \(X = (1,1,0)_2 = 6\) and \(Y = (1,1,1)_2 = 7\), we have

$$X^2 + Y^2 = 6^2 + 7^2 = 36 + 49 = 85 > (7^2 = 49).$$

Thus, \(Circle(6,7) = 1\).

In the case of circle functions, when \(n\) is large, the number of false minterms is proportional to \(\frac{3}{2}R^2\), while the number of true minterms is proportional to \(R^2 - \frac{3}{2}R^2\). Thus, with the increase of \(n\),

$$\frac{\text{the number of true minterms}}{\text{the number of false minterms}} \to \frac{4 - \pi}{\pi} = \frac{4}{\pi} - 1 \approx 0.2732.$$  

Thus, the circle function is an imbalanced function.

In the case of globe function, the ratio approaches

$$\frac{6 - \pi}{\pi} = \frac{6}{\pi} - 1 \approx 0.90986,$$

as \(n\) increases. So, the globe function is not so imbalanced as the circle function.

By randomly selecting the minterms of these functions, we have partially defined functions.

### 4. Evaluation of Methods

To evaluate classifiers, we use the confusion matrix shown in Table 6, where TP is the number of true positives, FP is the number of false positives, FN is the number of false negatives, and TN is the number of true negatives.

**Table 6: Confusion matrix**

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>FN</td>
</tr>
<tr>
<td>Negative</td>
<td>FN</td>
</tr>
</tbody>
</table>
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\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN}
\]

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

\[
\text{MCC} = \frac{TP \cdot TN - FP \cdot FN}{\sqrt{(TP + FP) \cdot (TP + FN) \cdot (TN + FP) \cdot (TN + FN)}}
\]

If the classifier reconstructed the original function perfectly, then \( FN = FP = 0 \), and \( \text{Accuracy} = \text{Precision} = \text{Recall} = \text{MCC} = 1.00 \).

When the fraction of the positive instances is very small, the classifier that classifies all the instances to Negative has a very high Accuracy. However, both Precision and Recall are zero. Thus, the predictive power of the classifier for the positive instances is zero.

When the fraction of the positive or negative instances is small, the data set is called imbalanced. To show the real performance for imbalanced data sets, MCC is used. MCC shows the quality of two-class classifications. When \( FN = FP = 0 \), \( MCC = 1.00 \), while when \( TN = TP = 0 \), \( MCC = -1.00 \). For the classifier that classifies all the instances to Negative \((TP = FP = 0)\), or all the instances to Positive \((TN = FN = 0)\), MCC is undefined (UD). In this case, the denominator of MCC is zero.

**Example 4.7:** Consider the function shown in Fig. 7. It is an Achilles heel function with 4 variables:

\[\text{Ach}(2, 2) = x_1 x_2 \lor x_3 x_4.\]

Consider the function shown in Fig. 1, where eight minterms are randomly selected. The blank cells are don’t cares.

Fig. 8 shows the minimized function. The colored cells are predicted by the logic minimizer. Among them, red cells are incorrectly predicted, while green cells are correctly predicted. From Fig. 8, we have the confusion matrix:

\[
\begin{bmatrix}
TP & FN \\
FP & TN
\end{bmatrix} = \begin{bmatrix}
4 & 3 \\
0 & 9
\end{bmatrix}
\]

From this, we have \( \text{Accuracy} = 0.8125, \) and \( \text{MCC} = 0.6547. \)

In Section 3, a logic minimizer reconstructed the original functions from the functions whose minterms were randomly selected. In Tables 3, 4 and 5, instances with \( \bigcirc \) show that the reconstructions are perfect. That is \( FP = FN = 0 \), and \( \text{Accuracy} = \text{MCC} = 1.00. \)

These experiments show that SOP minimization increased generalization ability.

5. Comparison with other Methods

5.1 Performance of the Proposed Method

Here, we analyze ten cases with \( \times \) marks in Tables 3, 4 and 5. Tables 7 and 8 show experimental results. The last line headed with MINI13 in Tables 7 and 8 show the Accuracy and MCC obtained by the proposed method. In Tables 7 and 8, bold figures show the largest MCC. These data show that the logic minimizer predicted unknown data fairly well. The Accuracy is, in many cases, acceptable. However, MCC for Ach(2,6) and Ach(6,2) is lower. Note that for Ach(2,6), \( |N| = 3369 \) and \( |OFF| = 727 \), while for Ach(6,2), \( |N| = 127 \) and \( |OFF| = 3969 \). In other words, these data sets are imbalanced. Experimental results show that imbalanced data sets are hard to reconstruct [12].

Table 9 shows accuracy and MCC for circle and globe functions. For example, when \( n = 4 \), the Circle function has \( n_t = 4 \times 2 = 8 \) input variables. Thus, the total number of the input combinations is \( 2^8 = 256 \). The number of elements in the ON set is \( P = 63 \), while the number of elements in the OFF set is \( N = 193 \). Each group of three columns headed with /32 shows the results when the number of minterms is \( s = (i/32)2^n \) for \( i = 3, 4, 5 \). The table shows that with the increase of the number of minterms, the ACC and MCC tend to increase. Also, with the increase of \( n \), ACC and MCC increase. When \( n_t \geq 12 \), the experimental result shows that the training set with only 10% of the total combinations are sufficient to predict more than 90% of the outputs**.

Table 10 compares the effect of minimization algorithms. The columns headed MINI13 show the case when MINI10 was used, while the columns headed MINI10 show the case when MINI10 was used. MINI10 is similar to MINI13, but step 4 in Algorithm 3.1 is removed. Thus, both the ON cover and the OFF are expanded, and the positive and negative outputs can be true at the same time. This is called the expand-both strategy. In this case, the classifier produces four different outputs. \((0,0), (0,1), (1,0), \) and \((1,1)\), where \((0,0)\) and \((1,1)\) show unknown class. Since MINI10 produced \((1,1)\) outputs, we have \( TP + FP + FN + TN > 2^N \). Although, MINI10 produced solutions with smaller \( t_n \) than MINI13, it often produced solutions with lower Accuracy and MCC than MINI13 when \( n_t \geq 10 \).

In Table 10, bold face shows larger MCC values for the two MCC columns. MINI13 produced higher MCC for 9 functions, while MINI10 produced higher MCC for only one functions.

**In the globe function with \( n = 4 \), ACC and MCC for \( s=410 \) are 0.9147 and 0.8337, respectively.
5.2 Performance of Other Methods

We investigated the performance of the following classifiers in the WEKA [26] system.

- **Bayes** is a statistical learning algorithm based on Bayes’ theorem. It is also called Naive Bayes method. It assumes that variables are independent.
- **MLP** (a Multi-Layer Perceptron) is a feed-forward artificial neural network.
- **SMO** is an extension of a support vector machine using a sequential minimal optimization algorithm [16].
- **JRIP** is a rule learner based on the RIPPER (Repeatedly Incremental Pruning to Produce Error Reduction) algorithm [6].
- **J48** is a decision tree classifier, and is a Java implementation of C4.5 algorithm [17].
- **Random Forest (RF)** is an ensemble classifier that con-

---

### Table 7
Accuracy and MCC for various classifiers (Two-valued inputs)

<table>
<thead>
<tr>
<th>Classifier</th>
<th>ACH(b,2)</th>
<th>ACH(b,2)</th>
<th>TH(b,2)</th>
<th>TH(b,4)</th>
<th>MC(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACC</td>
<td>MCC</td>
<td>ACC</td>
<td>MCC</td>
<td></td>
</tr>
<tr>
<td>Bayes</td>
<td>0.851</td>
<td>0.373</td>
<td>0.972</td>
<td>0.345</td>
<td>0.968</td>
</tr>
<tr>
<td>MLP</td>
<td>0.863</td>
<td>0.502</td>
<td>0.961</td>
<td>0.396</td>
<td>1.000</td>
</tr>
<tr>
<td>SMO</td>
<td>0.864</td>
<td>0.457</td>
<td>0.969</td>
<td>0.996</td>
<td>1.000</td>
</tr>
<tr>
<td>JRIP</td>
<td>0.802</td>
<td>0.402</td>
<td>0.969</td>
<td>0.494</td>
<td>0.972</td>
</tr>
<tr>
<td>J48</td>
<td>0.840</td>
<td>0.407</td>
<td>0.969</td>
<td>0.695</td>
<td>0.453</td>
</tr>
<tr>
<td>RF</td>
<td>0.870</td>
<td>0.479</td>
<td>0.971</td>
<td>0.246</td>
<td>0.996</td>
</tr>
<tr>
<td>MINI13</td>
<td>0.874</td>
<td>0.561</td>
<td>0.965</td>
<td>0.479</td>
<td>0.980</td>
</tr>
</tbody>
</table>

### Table 8
Accuracy and MCC for various classifiers (Two-valued inputs)

<table>
<thead>
<tr>
<th>SOP(b,5,3)</th>
<th>SOP(b,5,3)</th>
<th>MosOP(b,8,4,3)</th>
<th>MosOP(b,8,5,3)</th>
<th>MosOP(b,8,6,3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACC</td>
<td>MCC</td>
<td>ACC</td>
<td>MCC</td>
</tr>
<tr>
<td>Bayes</td>
<td>0.738</td>
<td>0.476</td>
<td>0.730</td>
<td>0.441</td>
</tr>
<tr>
<td>MLP</td>
<td>0.770</td>
<td>0.544</td>
<td>0.883</td>
<td>0.759</td>
</tr>
<tr>
<td>SMO</td>
<td>0.730</td>
<td>0.463</td>
<td>0.746</td>
<td>0.479</td>
</tr>
<tr>
<td>JRIP</td>
<td>0.773</td>
<td>0.547</td>
<td>0.895</td>
<td>0.784</td>
</tr>
<tr>
<td>J48</td>
<td>0.766</td>
<td>0.535</td>
<td>0.832</td>
<td>0.679</td>
</tr>
<tr>
<td>RF</td>
<td>0.832</td>
<td>0.664</td>
<td>0.906</td>
<td>0.807</td>
</tr>
<tr>
<td>MINI13</td>
<td>0.957</td>
<td>0.917</td>
<td>0.984</td>
<td>0.966</td>
</tr>
</tbody>
</table>

### Table 9
Accuracy and MCC for circle and globe functions

<table>
<thead>
<tr>
<th>Function Name</th>
<th>n</th>
<th>n_2</th>
<th>P</th>
<th>N</th>
<th>s</th>
<th>3/32</th>
<th>4/32</th>
<th>5/32</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circle</td>
<td>4</td>
<td>8</td>
<td>63</td>
<td>193</td>
<td>24</td>
<td>0.7305</td>
<td>0.2775</td>
<td>0.32</td>
</tr>
<tr>
<td>Circle</td>
<td>5</td>
<td>10</td>
<td>243</td>
<td>7184</td>
<td>96</td>
<td>0.5857</td>
<td>0.6053</td>
<td>128</td>
</tr>
<tr>
<td>Circle</td>
<td>6</td>
<td>12</td>
<td>919</td>
<td>3177</td>
<td>384</td>
<td>0.9377</td>
<td>0.8362</td>
<td>512</td>
</tr>
<tr>
<td>Circle</td>
<td>7</td>
<td>14</td>
<td>3602</td>
<td>12782</td>
<td>1536</td>
<td>0.9702</td>
<td>0.9154</td>
<td>2048</td>
</tr>
<tr>
<td>Circle</td>
<td>8</td>
<td>16</td>
<td>4123</td>
<td>5123</td>
<td>6144</td>
<td>0.9876</td>
<td>0.9637</td>
<td>8192</td>
</tr>
<tr>
<td>Circle</td>
<td>9</td>
<td>18</td>
<td>5670</td>
<td>205574</td>
<td>24576</td>
<td>0.9920</td>
<td>0.9765</td>
<td>32768</td>
</tr>
<tr>
<td>Globe</td>
<td>3</td>
<td>9</td>
<td>273</td>
<td>239</td>
<td>48</td>
<td>0.8870</td>
<td>0.7707</td>
<td>64</td>
</tr>
<tr>
<td>Globe</td>
<td>4</td>
<td>12</td>
<td>2074</td>
<td>2022</td>
<td>384</td>
<td>0.9032</td>
<td>0.8108</td>
<td>512</td>
</tr>
<tr>
<td>Globe</td>
<td>5</td>
<td>15</td>
<td>16058</td>
<td>16710</td>
<td>3072</td>
<td>0.9538</td>
<td>0.9082</td>
<td>4096</td>
</tr>
<tr>
<td>Globe</td>
<td>6</td>
<td>18</td>
<td>126510</td>
<td>135634</td>
<td>24576</td>
<td>0.9751</td>
<td>0.9505</td>
<td>32768</td>
</tr>
</tbody>
</table>

### Table 10
Comparison of two minimizers on circle and globe functions

<table>
<thead>
<tr>
<th>Function Name</th>
<th>n</th>
<th>Minterms</th>
<th>s</th>
<th>MINI13 (Expand-Minority)</th>
<th>MINI10 (Expand-Both)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circle</td>
<td>4</td>
<td>30</td>
<td>0.836</td>
<td>0.539</td>
<td>2</td>
</tr>
<tr>
<td>Circle</td>
<td>5</td>
<td>100</td>
<td>0.819</td>
<td>0.879</td>
<td>8</td>
</tr>
<tr>
<td>Circle</td>
<td>6</td>
<td>400</td>
<td>0.956</td>
<td>0.878</td>
<td>13</td>
</tr>
<tr>
<td>Circle</td>
<td>7</td>
<td>1600</td>
<td>0.969</td>
<td>0.913</td>
<td>27</td>
</tr>
<tr>
<td>Circle</td>
<td>8</td>
<td>6000</td>
<td>0.986</td>
<td>0.958</td>
<td>60</td>
</tr>
<tr>
<td>Circle</td>
<td>9</td>
<td>26000</td>
<td>0.991</td>
<td>0.975</td>
<td>132</td>
</tr>
<tr>
<td>Globe</td>
<td>3</td>
<td>50</td>
<td>0.876</td>
<td>0.752</td>
<td>25</td>
</tr>
<tr>
<td>Globe</td>
<td>4</td>
<td>400</td>
<td>0.886</td>
<td>0.776</td>
<td>20</td>
</tr>
<tr>
<td>Globe</td>
<td>5</td>
<td>3200</td>
<td>0.949</td>
<td>0.899</td>
<td>957</td>
</tr>
<tr>
<td>Globe</td>
<td>6</td>
<td>26000</td>
<td>0.991</td>
<td>0.975</td>
<td>5610</td>
</tr>
</tbody>
</table>

For the two MCC columns, boldface shows larger MCC.
sists of many decision trees.

The parameters for classifiers were set to default values of WEKA. As for the test data, we used the set of all input combinations, i.e., $2^n$ vectors, since we know the correct values for all possible input combinations\ Bennett.

Tables 7 and 8 also compare the performance of other methods: Bayes, MLP, SMO, JRIP, J48, and RF.

- The bold numbers show the highest MCCs.
- The method that produced rules with the highest MCC also produced rules with the highest Accuracy.
- Bayes produced the lowest MCCs for five functions.
- MLP produced the highest MCCs for Th(8,2) and Th(8,4).
- SMO produced the highest MCCs for Th(8,4). This result is reasonable, since Th(8,4) can be represented by a simple threshold gate.
- JRIP produced the highest MCCs for three functions.
- RF produced the highest MCCs for two functions.
- MINI13 produced the highest MCCs for four functions.
- For Ach(6,2), two algorithms SMO and J48 produced MCC with UD. In these cases, the algorithms classified all the data into the negative class. Thus, TP=FP=0, and the values of MCC and Precision are undefined (UD). And, Recall is 0.00. This function is imbalanced, and is hard to reconstruct.

In addition to the Accuracy and MCC, we have to consider the complexity of the models (rules). In general, MLP, J48 and RF are too complex to analyze, while SOPs generated by JRIP and MINI13 are relatively easy to analyze.

6. Extension to Multi-Valued Input Functions

In this part, we extend the theory to multi-valued input functions. For simplicity, we consider the data sets for the functions that are generated by random SOPs:

$$f : \{0, 1, 2, 3\}^3 \rightarrow \{0, 1\}.$$ 

We assume that each SOP has $m$ products and $k$ literals, and each literal has one of the following forms:

$$X^{(3)}, X^{(2,3)}, X^{(1,2,3)}, X^{(0,1,2,3)}.$$ 

This implies that the functions are monotone increasing. UCI benchmark functions [25] such as Breast Cancer Wisconsin (Original), Car Evaluation, and Nursery have such a property.

We did similar experiments to the two-valued cases. Table 11 shows the experimental results. The first column shows the function name: MV SOP$(n, m, k)$, where $n$ denotes the number of variables, $m$ denotes the number of products, and $k$ denotes the number of literals in each product. Note that the total numbers of input combinations for these functions are $4^5 = 1024$. The first row of Table 11 shows that

\[\text{Boldface shows larger MCC values.}\]

\[\text{The method that produced rules with the highest MCC also produced rules with the highest Accuracy.}\]

\[\text{Bayes produced the lowest MCCs for five functions.}\]

\[\text{SMO produced the highest MCCs for Th(8,4). This result is reasonable, since Th(8,4) can be represented by a simple threshold gate.}\]

\[\text{JRIP produced the highest MCCs for three functions.}\]

\[\text{RF produced the highest MCCs for two functions.}\]

\[\text{MINI13 produced the highest MCCs for four functions.}\]

\[\text{For Ach(6,2), two algorithms SMO and J48 produced MCC with UD. In these cases, the algorithms classified all the data into the negative class. Thus, TP=FP=0, and the values of MCC and Precision are undefined (UD). And, Recall is 0.00. This function is imbalanced, and is hard to reconstruct.}\]

\[\text{In addition to the Accuracy and MCC, we have to consider the complexity of the models (rules). In general, MLP, J48 and RF are too complex to analyze, while SOPs generated by JRIP and MINI13 are relatively easy to analyze.}\]

7. Related Works

Learning of Boolean functions was considered in the papers [1], [2], and [15]. Especially, Aizenstein and Pitt [1] considered the number of selected minterms to reconstruct the original SOPs.

Muselli and Ferrari [14] used SOPs with limited degree as a model for machine learning. They considered the reconstruction of partially defined monotone increasing logic functions, and analyzed computational complexity of the learning algorithm. They analyzed the complexity of computing. Hong [9] showed that a logic minimizer for circuit design [8] can be used for machine learning. The results of IWLS contest for reconstruction of logic functions are summarized in [18]. Learning of logic functions using support vector machines was considered in the paper [19]. It compared its performance with C4.5 and Naive Bayes classifiers. Experimental results of a rule-based classifier for various benchmark functions were also shown in the paper [10]. Sasao et. al [21] designed an MNIST character recognition circuit using LUTs. They used a ternary output SOP minimizer to improve generalization ability for multi-class problems.

8. Conclusion

In this paper, we showed that SOP minimization produces the generalization ability for various classes of functions. Experimental results showed that the following functions are easily reconstructable:

- Functions with a small number of products in their SOPs.
- Functions with a small number of literals in each product of their SOPs.
- Monotone functions.
- Circuit and globe functions.
Especially, in circle and globe functions with \( n \geq 12 \), only 10\% of the input combinations are sufficient to reconstruct more than 90\% of the truth tables of the original functions.

Also, we compared the expand-minority strategy in MINI13 algorithm, and the expand-both strategy in MINI10 algorithm, and found that the expand-minority strategy often produces better Accuracy and MCC than the expand-both strategy.
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