Delta-Sigma Domain Signal Processing Revisited with Related Topics in Stochastic Computing
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SUMMARY  Signal processing using delta-sigma modulated bit streams is reviewed, along with related topics in stochastic computing (SC). The basic signal processing circuits, adders and multipliers, are covered. In particular, the possibility of preserving the noise-shaping properties inherent in delta-sigma modulation during these operations is discussed. Finally, the root mean square error for addition and multiplication is evaluated, and the performance improvement of signal processing in the delta-sigma domain compared with SC is verified.
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1. Introduction

Delta-sigma (ΔΣ) modulators are widely used in analog/digital interfaces [1], [2]. They oversample the analog input signal at a frequency much higher than the Nyquist rate to produce a bitstream consisting of 0s and 1s. A typical structure of the ΔΣ modulator and input/output waveforms are shown in Fig. 1. As shown in Fig. 1(b), the frequency of appearance of 1s in the output increases as the input sinusoidal signal increases. The ΔΣ modulator is suitable for miniaturized CMOS technology because the stringent requirements imposed on imperfect analog circuits can be alleviated by employing high-speed digital circuitry. Consequently, the application area expands beyond digital audio to include broadband communications and various sensor nodes [3], [4].

In a ΔΣ-type analog-to-digital (A/D) converter, a decimation filter is placed after the modulator to convert the oversampled bitstream into Nyquist-rate multi-bit words. A ΔΣ-type digital-to-analog (D/A) converter, in contrast, uses an interpolator to generate an oversampled multi-bit word stream. A following ΔΣ modulator generates a bitstream, which is then smoothed by a low pass filter (LPF) to obtain an analog output signal. These converters are currently used in modern signal processing systems shown in Fig. 2(a). Suppose we can develop a processor for the bitstream from a ΔΣ modulator without the use of a decimator or interpolator. This would enable a simple signal processing system as shown in Fig. 2(b), i.e., the ΔΣ-domain signal processing system [5]–[8]. Since its proposal, various solutions have been suggested, and its importance has been re-evaluated in recent years as the environment around LSI-based signal processing systems has changed significantly [9], [10]. In this paper, we will focus on this ΔΣ-domain signal processing scheme.

The stochastic computing (SC) approach is similar to the signal processing in the ΔΣ domain in that it processes signals represented as bitstreams [11], [12]. The advantage of SC over conventional binary systems is that operations can be performed with simple logic gates. Its similarity to SC suggests that ΔΣ-domain processing can inherit its advantages. On the other hand, SC has its own problems, such as the need for long bitstreams to suppress errors caused by randomness and improve accuracy. This leads to serious problems of increased energy consumption and processing latency. These can be solved in the ΔΣ domain through its unique noise shaping characteristics, which will be discussed later. The SC has become a recent trend in its application to edge AI [13]–[15], and the trend is likely to reach the ΔΣ-domain signal processing in the near future. The purpose of this paper is to review such ΔΣ-domain techniques with related topics in SC.

We have previously published a paper discussing signal processing in the ΔΣ domain along these lines [16]. In this paper, we extend that discussion, focusing in particular on the noise shaping characteristics specific to ΔΣ modulation and the associated improvements in processing accuracy. Section 2 briefly describes SC in comparison to ΔΣ modulation and reviews several circuits proposed for the SC and ΔΣ domains. In Sect. 3, adders, one of the most fundamental signal processing elements proposed previously, are introduced with some FFT analysis results. In Sect. 4, other fundamental elements, multipliers, are discussed in a similar manner. Section 5 presents the accuracy evaluation results for addition and multiplication based on the root mean square error (RMSE).
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Fig. 1  (a) Block diagram of a ΔΣ modulator and (b) output bitstream example for an input sinusoidal signal.
Since research in this area has been going on for more than 30 years and covers a wide variety of technical topics, there are several re-proposals of the same content or independent proposals. This paper presents them in as organized a form as possible.

2. Brief Overview

2.1 SC Compared with ΔΣ-Domain Signal Processing

Figure 3 (a) and (b) shows a stochastic number generator (SNG) and its symbol used in the SC. A comparator generates the output bitstream by comparing the input magnitude with a random number from a pseudorandom number generator as shown in Fig. 3 (c). This output bitstream looks similar to the ΔΣ-modulated one shown in Fig. 1; the frequencies of occurrence of 1s and 0s are high near the peak and valley of the sine wave, respectively.

Although the shape of the two output bitstreams is similar in the time domain, there is a clear difference when viewed in the frequency domain. Figure 4 shows the FFT analysis results for output bitstreams obtained from the ΔΣ modulator and the SNG. By convention, rounding errors that occur when analog values are represented as binary values of 1 or 0 are referred to as quantization noise. The SC quantization noise spectrum is white or frequency independent, whereas the ΔΣ modulator output has an upward slope, which is called “noise shaping.” In this example, since a first-order ΔΣ modulator is used, the slope is around 20 dB/dec, and the slope becomes steeper if a higher-order modulator is used.

If the input signal is bandwidth limited, the noise-shaping characteristics mean that the signal-to-quantization-noise ratio (SQNR), or simply the signal-to-noise ratio (SNR), can be improved by using a digital lowpass filter that attenuates the high-frequency quantization noise components. The SNR can be also improved by increasing the oversampling ratio (OSR), which is defined by dividing the sampling rate by the Nyquist rate. In the case of constant inputs, although the OSR cannot be defined, a similar improvement in SNR can be achieved. Thus, using a ΔΣ-modulated bitstream with noise-shaping characteristics can achieve signal processing with higher accuracy than the SC.

2.2 ΔΣ and SC Circuits

Many signal processing circuits have been proposed for ΔΣ-modulated and SC bitstreams. Table 1 summarizes some of these examples grouped by function. For adders, those using a 1-bit full adder for ΔΣ and using a multiplexer (MUX) for the SC are well known. Also, adders using a toggle flip-flop (T-F/F) for the SC have been proposed and are noted to be
Table 1  \( \Delta \Sigma \) and SC signal processing circuits.

<table>
<thead>
<tr>
<th>Functions</th>
<th>( \Delta \Sigma )</th>
<th>SC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adders</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full Adder</td>
<td>[17] [18] [19] [20] [21] [22]</td>
<td>[24] [25] [26] [27]</td>
</tr>
<tr>
<td>MUX</td>
<td></td>
<td>[28] [29]</td>
</tr>
<tr>
<td>T-F/F</td>
<td>[30] [31] [32]</td>
<td></td>
</tr>
<tr>
<td>D-F/F</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Counter</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multipliers</td>
<td>Chopping</td>
<td>[24] [25] [26] [27]</td>
</tr>
<tr>
<td>AND/XNOR</td>
<td>[41] [42] [18] [19] [42] [20] [43] [44] [40]</td>
<td>[28] [45] [25] [26] [27] [46] [47] [48] [49]</td>
</tr>
<tr>
<td>LPF+Binary</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Built-in ( \Delta \Sigma )</td>
<td>[6]</td>
<td></td>
</tr>
<tr>
<td>Filters</td>
<td>FIR</td>
<td>[26] [63] [64] [65]</td>
</tr>
<tr>
<td>IIR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>Absolute</td>
<td>[71] [72]</td>
</tr>
<tr>
<td></td>
<td>Max/Min</td>
<td>[74]</td>
</tr>
<tr>
<td></td>
<td>Logarithm/Hyperbolic</td>
<td>[78]</td>
</tr>
</tbody>
</table>

The \( \Delta \Sigma \) and SC signal processing circuits are discussed in detail. 

More accurate than those using a MUX, counter-type adders generate a binary output representing the number of 1s in a bitstream, which requires additional circuitry to convert it back to a bit sequence.

As for multipliers, the chopping type for \( \Delta \Sigma \) and the AND/XNOR gate for SC are well known. The latter is sometimes used in \( \Delta \Sigma \), but it is desirable to avoid it because of the loss of \( \Delta \Sigma \)-specific noise shaping characteristics, as mentioned below. For \( \Delta \Sigma \), an LPF with a binary multiplier has also been proposed, and the chopping type can be considered as a simplified version of this multiplier. An interesting proposal is one with a built-in multiplying function in the feedback path of the \( \Delta \Sigma \) modulator. It is unique in that the errors introduced in the multiplication are also subject to shaping.

Filters were mainly discussed for \( \Delta \Sigma \). Absolute, max/min, and logarithmic/hyperbolic functions were discussed in the SC. The following sections describe the details of the adder and multiplier. For filters and other circuits, refer to the references.

3. Adders

3.1 SC and \( \Delta \Sigma \) Adders

A multiplexer (MUX)-based adder commonly used in the SC [24] is shown in Fig. 5 (a). Assume that the two inputs are stochastic bitstreams, \( x_S(n) \) and \( y_S(n) \), representing \( X \) and \( Y \). Also, assume that the selection signal \( p(n) \) is a random variable such that the probabilities of occurrence of 0 and 1 are equal (= 1/2). Then, the resulting bitstream \( z(n) \) is the scaled sum of \((X + Y)/2\). Note that the output is halved. For \( k \) inputs, the addition results in scaling by \( 1/k \), which degrades the processing accuracy.

In a MUX-based adder, noise is added to the output due to randomness not only in the input signals, but also in the selection signal. Also, one bit in each input bitstream is discarded as it passes through the MUX. To address these concerns, a T-F/F based adder has been proposed, as shown in Fig. 5 (b), where the selection signal is generated from the input bitstream and the bit loss is prevented [29]. In fact, it is reported that the signal processing accuracy can be improved.

For \( \Delta \Sigma \)-modulated bitstreams, an adder using a 1-bit full adder (FA) was proposed [17], which is shown in Fig. 6 (a). This circuit was proposed with reference to an earlier proposal for \( \Delta \)-modulated bitstreams [81]. Note that this configuration is equivalent to a first-order error-feedback \( \Delta \Sigma \) modulator shown in Fig. 6 (b) [21]. Because this modulator is a first-order configuration, the output has first-order

![Fig. 5 SC adders using (a) a multiplexer (MUX) [24] and (b) a toggle flip-flop (T-F/F) [29].](image)

![Fig. 6 (a) \( \Delta \Sigma \) adder using a full adder (FA) [17] and (b) first-order and (c) second-order error-feedback \( \Delta \Sigma \) modulators [1]. D is a delay element.](image)
noise shaping characteristics even if the input $\Delta\Sigma$-modulated bitstreams are second-order noise shaped. If an output with second-order characteristics is required, a second-order error feedback configuration is required as shown in Fig. 6 (c). Another adder has been reported that implements the addition logic directly [18]. It consists of different circuit elements from those shown in Fig. 6 (a). However, analysis of the circuit operation shows that they are essentially the same in terms of circuit operation.

3.2 Noise Shaping Characteristics in Adders

As mentioned in Sect. 2, the advantage of $\Delta\Sigma$ signal processing over SC was the possibility of improved processing accuracy due to its unique noise shaping characteristics. To investigate whether these characteristics could be preserved during addition, three types of adders were considered for two sinusoidal input signals with slightly different frequencies, $x(t)$ and $y(t)$, as shown in Fig. 7: (a) analog addition before $\Delta\Sigma$ modulation, (b) digital addition using the half adder (HA) after $\Delta\Sigma$ modulation, and (c) MUX addition after $\Delta\Sigma$ modulation. The resulting noise shaping characteristics are shown in the Fig. 7.

Since addition is a linear operation, the frequency response after addition is the sum of the individual frequency responses. Therefore, it is not surprising that the noise shaping characteristic can be preserved in both analog addition $z_A(n)$ and digital addition $z_D(n)$. On the other hand, if MUX addition is performed in the same way as SC, the noise shaping characteristic disappears and the quantization noise becomes white, as shown in the same figure as $z_{MUX}(n)$. This is due to the loss of bit information contained in one of the $\Delta\Sigma$-modulated bitstreams after passing through the MUX. As a similar example, it was observed that the noise shaping characteristics disappear for a bit sequence generated by removing one bit every other bit from a $\Delta\Sigma$-modulated bitstream.

Figure 9 shows the results of using the adder for the $\Delta\Sigma$-modulated bitstream shown in Fig. 6 (a). It can be seen that virtually the same noise shaping characteristics can be obtained as in the case of the analog/digital addition shown in Fig. 8. Interestingly, the adder proposed for the SC shown in Fig. 5 (b) also resulted in almost the same noise shaping characteristics. To obtain the noise shaping characteristic, it is necessary to take the difference of the quantization error generated for two consecutive samples, which requires one delay element included in the circuit. It is because the T-F/F adder is probably because the T-F/F behaves as a delay element. This suggests that the noise-shaping characteristics can be obtained from $\Delta\Sigma$-modulated bitstream inputs even with a circuit proposed for SC operations.

4. Multipliers

4.1 SC and $\Delta\Sigma$ Multipliers

Simple logic gates, AND and XNOR, shown in Fig. 10 are used to multiply unipolar and bipolar encoded SC bitstreams, respectively [24]. These logic circuits were also used for $\Delta\Sigma$ bitstreams shown in Table 1. However, since multiplication is a nonlinear operation, there is no guarantee that the noise shaping characteristics are preserved as they are in the addition operation. In fact, the product of two functions becomes a convolution of the original functions after the
Fourier transform. Therefore, high-frequency quantization noise components are mixed into the low-frequency signal band, and the noise shaping characteristics are corrupted.

To prevent this, an attempt has been made to suppress the high frequency components with a lowpass filter (LPF) before the product operation in order to preserve the noise shaping characteristics. Such a circuit is shown in Fig. 11, where two FIR filters are used as LPFs and the product is calculated on the resulting multi-bit binary signals which appear at the nodes (C) and (D). A ΔΣ modulator is placed after the binary multiplier to pass the signal at (E) in a bitstream to the next stage as $z(n)$.

Consider the circuit shown in Fig. 12 (a), where the FIR filter in the lower half path shown in Fig. 11 is removed. Since the analog input signal $x(t)$ is digitized at node (A) and reconstructed at node (C), it can be rewritten as shown in Fig. 12 (b) using an analog switch or chopper instead of a binary multiplier. This is a chopping-type multiplier that was proposed independently of the one shown in Fig. 11.

### 4.2 Noise Shaping Characteristics in Multipliers

First, consider the output spectrum of the XNOR-type SC multiplier shown in Fig. 13 (a). Here, two ΔΣ-modulated bitstreams for two sine waves, $x(t)$ and $y(t)$, with slightly different frequencies are used as the inputs. Figure 13 (b) shows that the spectra at nodes (a) and (b) are certainly noise shaped. At the output node (C), however, the noise shaping characteristics disappeared, although there are two peaks at positions corresponding to the sum and difference of the input frequencies, which means that multiplication is indeed taking place. This proves the prediction mentioned above.

Next, consider the spectrum at each node of the multiplier shown in Fig. 11, again assuming two bitstreams for sine waves with slightly different frequencies for the inputs as described above. Figure 14 shows the simulation results. The two sinusoidal signals after the ΔΣ modulation have normal shaping spectra as shown by (A) and (B). After passing through the FIR filter, the high-frequency components were suppressed and the quantization noise component has been flattened as shown by (C) and (D). The notches in the high-frequency region are due to the transfer characteristics of the FIR filter, which in this case is a first-order sinc filter. At node (E) after the product operation, there are two peaks corresponding to the sum and difference of the input frequency, and a white quantization noise component. Although the shape of node (E) is similar to (C) in Fig. 13, the noise level is much lower, confirming the effect of the LPFs. The signal
Fig. 14 Noise shaping characteristics obtained at each node in Fig. 11.

Fig. 15 Noise shaping characteristics obtained at the two node in Fig. 12 (a).

at the ΔΣ-modulated node (F) shows the noise-shaped quantization noise. Note that the low-frequency noise components of the signal at (E) are still present after ΔΣ modulation, which results in no low-frequency shaping as seen in (A) and (B).

Finally, the noise shaping characteristics of the chopping-type multiplier in Fig. 12 are shown in Fig. 15. The characteristics for nodes (A), (B), and (C) are the same as those shown in Fig. 14. The characteristics for nodes (E) and (F) are almost identical to those shown in Fig. 14. Hence, it can be concluded that the noise shaping characteristics can be maintained even in the chopping type.

The reason why noise shaping characteristics can be preserved with chopping-type multipliers is as follows [7], [8]. Since the Fourier transform of a sine wave is a delta function, if one of the functions in the convolution is a sine wave, the result is simply a shift of the other function along the frequency axis, so that the shaping characteristics are preserved. In the configuration shown in Fig. 12, one analog input is a sine wave, so the noise shaping characteristics of the other input, the ΔΣ-modulated bitstream that controls the chopping, remain unchanged in the output. This holds true even when the analog inputs are general functions including a constant, if their signal bandwidth is sufficiently narrow.

5. RMSE Evaluation

Reducing power in the frequency domain means reducing variation in the time domain. In other words, maintaining noise shaping characteristics means reducing noise power in the low-frequency signal band, which in turn improves the accuracy of signal processing. To confirm this, the accuracy of the sum and product operations for two constant inputs was evaluated. When constant inputs are represented by bitstreams, quantization errors occur that depend on the input values and the corresponding bitstreams. To avoid these dependencies, the RMSE was obtained for 1000 randomly generated pairs of inputs, and used as an accuracy evaluation index. The addition and multiplication were performed for 1000 pairs of randomly generated constant inputs, $a_i$ and $b_i$, using the circuit shown in Fig. 16 (a) through (d). The root mean square error was evaluated. For addition it is defined as

$$\text{RMSE} = \sqrt{\frac{1}{1000} \sum_{i=1}^{1000} (c_i^{SS/\Delta \Sigma} - (a_i + b_i))^2}. \quad (1)$$

The RMSE was also obtained for multiplication with a similar formula.

For the SC bitstreams, Figs. 16 (a) and (b) were used as the adder and multiplier. First-order filters, denoted by sinc1, i.e., a simple moving average, were also used to estimate the results. Figures 16 (c) and (d) show those for the ΔΣ-modulated bitstream, respectively. A $k$-th order sinc filter, sinc$k$, was used to calculate the estimated value, where $k = 1, 2, 3$. $\Delta \Sigma j$ represents a $j$-th order ΔΣ modulator, where $k$ was assumed to be 1 or 2 in this study. The attenuation slope of the transfer function of the $k$-order sinc filter is balanced with the positive slope of the noise shaping characteristics of the $j$($= k$)-order ΔΣ modulator. Therefore, for the combination of $\Delta \Sigma j$ and sinc$k$, the quantization noise can be effectively blocked if $j < k$. Therefore, the combinations ($j, k$) = (1, 2) and ($j, k$) = (2, 3) were chosen and the results were compared with those of the SC and ($j, k$) = (1, 1) cases.

In Fig. 16 (e), the RMSE values thus obtained are plotted as a function of $N$, the length of the bitstream to which the sinc filter is applied. The RMSE decreases as $N$ increases. More importantly, the slope of the RMSE becomes steeper as the order of the ΔΣ modulator and sinc filter increases. The slope of the SC RMSE is $1/\sqrt{N}$, which is consistent with remarks in the previous literature [82]–[84].

The RMSE for ΔΣ1+sinc1 decreased in proportion to
function can be expressed as

\[ \Delta \text{ear model of the first-order} \]

In the time domain, this corresponds to

\[ \text{sinc filter can be written as} \]

Therefore, the quantization noise \( Q \) represented as

The transfer function of the first-order sinc filter can be rep-

\[ i \]

\[ \text{is the results from the circuits shown in (a) and (b), while } \Delta \text{I+sinck} \text{ corresponds to the circuits (c) and (d), where } i = 1, 2 \text{ and } k = 1, 2, 3. \]

1/N. This can be explained as follows. Based on the linear model of the first-order \( \Delta \Sigma \) modulator, its noise transfer function can be expressed as

\[ \text{NTF}(z) = 1 - z^{-1}. \] (2)

The transfer function of the first-order sinc filter can be re-

\[ H_1(z) = \frac{1}{N} \frac{1 - z^{-N}}{1 - z^{-1}}. \] (3)

Therefore, the quantization noise \( Q_1(z) \) after the output of the first-order \( \Delta \Sigma \) modulator passes through the first-order sinc filter can be written as

\[ Q_1(z) = H_1(z) \text{NTF}(z)E(z) = \frac{1}{N} (1 - z^{-N})E(z). \] (4)

In the time domain, this corresponds to

\[ q_1(n) = \frac{1}{N} [e(n) - e(n - N)], \] (5)

where \( e(n) \) is the quantization noise of the \( \Delta \Sigma \) modulator. If its variance can be expressed as \( \langle e(n)^2 \rangle = \sigma_e^2 \), then

\[ \sqrt{\sigma_e^2} = \sqrt{\langle (q_1(n) - q_1(n))^2 \rangle} = \sqrt{\frac{2\sigma_e^2}{N^2}} \approx \frac{1}{N} \] (6)

holds, which indicates that the RMSE is proportional to 1/N. In the same way, the slope values could be obtained in other cases and verified to be consistent with the values shown in Fig. 16.

The SNG in this study used random numbers generated using the Mersenne twister (MT) method. Similar results were obtained with random numbers generated by the LFSR method. In contrast, it is known that SNG using Sobol' sequences can improve the RMSE [47], [48]. However, even in this case, the RMSE decreased only in proportion to 1/N. As shown in Fig. 16, it is clear that the use of \( \Delta \Sigma \)-modulated bitstreams can improve the performance even further.

6. Conclusion

Signal processing with \( \Delta \Sigma \) modulated bitstreams is reviewed, along with related topics in SC. Specifically, adders and multipliers are discussed as basic signal processing circuits. The noise-shaping characteristics inherent in \( \Delta \Sigma \) modulation are preserved for adders that include a delay element. The noise-shaping characteristics are lost in a simple MUX-type adder, which is widely used in SC. However, they can be preserved in a special T-F/F MUX adder. Multiplication is a nonlinear operation, and to preserve the noise-shaping characteristics, the high-frequency components in the \( \Delta \Sigma \) bitstream must be blocked before multiplication. A chopping-type multiplier effectively works well to preserve the noise-shaping characteristics. The noise-shaping characteristics reduce the RMSE and improve the signal processing accuracy compared to SC. In particular, the reduction is significant when a second-order \( \Delta \Sigma \) modulator with an appropriate LPF is used instead of a first-order one.
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