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TDEM: Table data extraction model based on cell segmentation
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SUMMARY To accurately extract tabular data, we propose a novel cell-based tabular data extraction model (TDEM). The key of TDEM is to utilize grayscale projection of row separation lines, coupled with table masks and column masks generated by the VGG-19 neural network, to segment each individual cell from the input image of the table. In this way, the text content of the table is extracted from a specific single cell, which greatly improves the accuracy of table recognition.
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1. Introduction

Image information has gradually replaced traditional paper document information and become an indispensable part of people's daily lives. Tables in electronic document images are an important form of presenting data and key information. Extracting the content of table areas from electronic document images correctly and completely is a challenging task.

Many previous works that extract table structure are heuristic methods-based systems that analyze PDF drawing commands [1, 2, 3, 4], they don't directly analyze the document image. Recently, deep learning has been proposed to learn table structure directly from images. The DeepDeSRT model [12] uses a neural network originally designed for semantic segmentation of natural scenes and thus primarily uses local information to classify pixels. However, the direct recognition without incorporating semantic information of table text leads to unsatisfactory results. Existing algorithms also fail to preserve the structured representation of the recognized results. To solve these issues, this letter proposes an accurate tabular data extraction model based on cell segmentation (TDEM).

For tables with complete frame lines, TDEM exploits the interdependence between the twin tasks of table detection and table structure recognition combined with pre-trained VGG-19 features to segment out the table and column regions. TDEM uses the grayscale projection of the table region to determine the position of the row separation lines, thereby cropping each cell in the table. In addition, we also produced the lined table dataset ICDAR-2019_line based on the ICDAR-2019 dataset [5]. Most of the existing table recognition models are trained and tested on the ICDAR-2013 dataset [6], and cannot achieve ideal results on the ICDAR-2019 dataset. Aiming at the extraction accuracy of the table content in the image, this letter proposes a new evaluation metric, which is different from the traditional F-measure, Recall value and Precision value.

In summary, the main contributions of this letter are as follows:

1) We propose TDEM: an accurate tabular data extraction model based on cell segmentation, achieving state-of-the-art performance on the ICDAR-2019_line dataset. Furthermore, our approach allows for structured storage of the results, e.g. in Excel format.

2) We also propose a novel evaluation criterion $A_r$ for tabular text content extraction other than the traditional F-measure, Recall value and Precision value.

3) We select wired frame tables from the ICDAR-2019 dataset and the Marmot dataset and annotate the cells and table borders, resulting in the ICDAR-2019_line dataset for table data extraction.

2. Related Work

Before deep learning was applied to table structure recognition, traditional table structure recognition algorithms were mainly based on heuristic rules, that is, specifying a set of rules to make decisions in order to identify tables that meet specific conditions [7, 8, 9, 10]. However, the table recognition method based on heuristic rules is more complicated to design, it is difficult to obtain high accuracy in table recognition in various scenarios, and the robustness is relatively poor.

The table recognition task is often divided into two separate tasks to solve. First, the table detection is performed to locate the table area in the image, and then the structure recognition is performed on the segmented table, and finally the complete table structure information is obtained. A single model is difficult to solve practical problems, and an end-to-end table recognition system [11] is equally important. To overcome the shortcomings of traditional heuristic rule-based table recognition methods that are complex and have low generalization ability, a data-driven end-to-end table recognition system DeepDeSRT was proposed by Schreiber et al. [12] as early as 2017. The system consists of two independent table detection and structure recognition parts. Then in 2019, Tensmeyer et al. [13] proposed the deep learning model SPLERGE for table structure recognition, which consists of two models, split
and merge. In the same year, Paliwal et al. [14] proposed an end-to-end image semantic segmentation model TableNet which uses the interdependence between the two tasks of table detection and table structure recognition to segment table and column areas, further improving the recognition accuracy. Recently, Prasad et al. [15] proposed a deep learning end-to-end convolutional neural network model CascadeTabNet that uses instance segmentation technology to complete table recognition tasks, and obtain state-of-the-art results on the corresponding dataset. Currently, existing table recognition algorithms can only provide the recognition accuracy of the table structure, but they cannot combine the textual content of the table to extract the complete table for users from the input image. Our TDEM method effectively solves this problem by combining accurately recognized table structures with table text content, outputting the complete table contained in the image.

3. Methodology

3.1 Table and column detection module based on VGG-19

As shown in Figure 1, the input image to the model is first converted to RGB image and then resized to 1024×1024 resolution. The fully connected layers of VGG-19 are replaced by two (1×1) convolutional layers, which become two different branches of the decoder network. In each branch, additional layers are appended to filter out the respective active regions. In the table branch of the decoder network, an additional (1×1) convolutional layer is used, followed by a series of fractional stride convolutional layers to upscale the image. Finally, the final feature map is up-scaled to meet the original image size. In the other branch of the detection column, there is an additional convolutional layer with ReLU activation function and a dropout layer with the same dropout probability among the additional convolutional layers. After this layer, the feature maps are up-scaled to the original image. Thus, the outputs of the two branches of the computation graph yield masks of table and column regions as shown in Figure 2 (b), (c).

3.2 Cell Data Extraction Based on Grayscale Projection

Through the masks generated by the VGG-19 network, we filter out the table regions from the images. We process the images of the table regions by binary preprocessing to obtain grayscale images of the tables as shown in Figure 2 (d). Projection processing is then applied to the grayscale images in the horizontal direction, and the cumulative number of black pixels in each row is calculated to obtain the histogram of horizontal projection distribution of the tables as shown in Figure 2 (e). Since there are blank character gaps in the text content of the cells and the row separator lines are composed of continuous black pixels, it can be observed that the pixel accumulation values of the row separator lines after projection are much larger than those in other areas of the tables. Then the vertical coordinates of the row separator lines can be selected based on a certain threshold. The procedure for determining the vertical coordinates of the row separator lines is as follows:

1) Let \( N \) denote the number of rows of the table region image, for \( 1 \leq i \leq N \), select all the \( i \)'s that satisfy \( A(i) > \text{minHor} \), and store them in array \( H[y] \). The threshold \( \text{minHor} \) can be determined by \( \max(A(i)) \times p \), where \( p \) is a hyperparameter and we set it to 0.7 in this work.

2) Further filter \( H[y] \) based on the threshold \( \text{lineHor} \). If the difference between several coordinates is less than...
lineHor, then select the median value as the final vertical coordinate of the row separator line, and store the final vertical coordinate in the array finlHor[y]. The threshold lineHor can be interpreted as the maximum thickness of the row separator lines, and we set it to 4. The details of the table row separator locator are summarized in Algorithm 1.

Algorithm 1: Table Row Separator Locator.

Data: input image p, the binarized image of the table area p
Result: the array of vertical coordinates for row separator lines

\[ \text{finlHor}[y] \]

1. \( p \rightarrow p_s = \begin{bmatrix} a_{11} & a_{12} & \cdots & a_{1w} \\ a_{21} & a_{22} & \cdots & a_{2w} \\ \vdots & \vdots & \ddots & \vdots \\ a_{w1} & a_{w2} & \cdots & a_{ww} \end{bmatrix}, \]
   \( \mathbf{a} = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{bmatrix} \), \( 1 \leq i \leq N, 1 \leq j \leq M; \)

2. Horizontal projection pixel accumulation value:
\[
A(i) = \sum_{j=1}^{w} a_{ij}, 1 \leq i \leq N;
\]

3. For \( 1 \leq i \leq N; \), if \( A(i) > \minHor \rightarrow 0.7 \max(A(i)); \)
   \( i \rightarrow H[y]; \)

4. if \([y_1, y_2] < \text{lineHor}(\text{lineHor} = 4), y_1, y_2 \in H[y], \)
   \[
y = \frac{x_1 + x_2}{2}, \quad y = \text{finlHor}[y].
\]

After obtaining the accurate vertical coordinate values of the row separator lines, combined with the table column regions filtered out by the VGG-19 column region masks, we can accurately crop out each cell in the table as shown in Figure 2 (f). By performing OCR text recognition on specific cells, the accuracy of table content recognition in TDEM has been significantly improved.

4. Experiments

4.1 Dataset and Criterion

To effectively test the model’s ability to extract complex lined table data, we created an ICDAR-2019_line dataset containing 3000 images and 4739 tables by merging the two datasets of ICDAR-2019 (TRACT B) and Marmot. Annotations to table columns and rows are missing in the Marmot dataset. By adding labels to the bounding boxes around each column and row of the tabular region, we manually annotate the dataset for table structure identification. The ICDAR-2019_line dataset contains not only English tables but also Chinese tables. Most of these Chinese tables are in the form of financial statements and, additionally incorporate a comparison of the recognition results of table text content and the ground truth, introducing a new evaluation metric: Accuracy of Table Data Extraction \((A_e)\), as shown in formula (1). In the formula, \( C \) represents the number of cells whose text content and structural position are correctly identified in the table, \( T \) represents the total number of cells in the table, and \( A_e \) is the final accuracy of tabular data extraction.

\[
A_e = \frac{C}{T} \times 100\%
\]

4.2 Results of table structure recognition algorithm

This section presents the experimental results of all models on the ICDAR-2019_line dataset. Model performance is evaluated based on traditional metrics including F-measure, recall and precision values. These measures are computed for each image and averaged over all document images.

As TDEM is a tabular data extraction algorithm composed of a combination of deep learning preprocessing methods and traditional projection post-processing steps, we not only conduct experiments to compare it with table structure recognition algorithms based on deep learning methods [12-15], but also include comparisons with traditional methods [3, 4]. As shown in Table 1, our approach achieves an F-measure value of 96.64% on the ICDAR-2019_line dataset, surpassing not only the F-measure value of 79.45% obtained by the traditional method TEXUS [4] but also outperforming the state-of-the-art deep learning method, the CascadeTabNet [15] model, with an F-measure value of 94.92%. Through comparative analysis, it is evident that deep learning methods generally outperform traditional methods in terms of table structure recognition accuracy. Hence, TDEM utilizes the VGG-19 neural network as a preprocessing network to accomplish table region detection and column region recognition tasks.

Table 1: F-measure, Recall value and Precision value of models on ICDAR-2019_line table dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>F-measure</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>J. Li et al</td>
<td>0.7748</td>
<td>0.7842</td>
<td>0.7953</td>
</tr>
<tr>
<td>TEXUS</td>
<td>0.7945</td>
<td>0.7823</td>
<td>0.8071</td>
</tr>
<tr>
<td>TableNet</td>
<td>0.8864</td>
<td>0.8995</td>
<td>0.9235</td>
</tr>
<tr>
<td>DeepDeSRT</td>
<td>0.8911</td>
<td>0.8628</td>
<td>0.9193</td>
</tr>
<tr>
<td>SPLERGE</td>
<td>0.9353</td>
<td>0.9434</td>
<td>0.9527</td>
</tr>
<tr>
<td>CascadeTabNet</td>
<td>0.9492</td>
<td>0.9549</td>
<td>0.9435</td>
</tr>
<tr>
<td>TDEM</td>
<td>0.9664</td>
<td>0.9728</td>
<td>0.9835</td>
</tr>
</tbody>
</table>

4.3 \( A_e \) of table structure recognition algorithm

Table 2 further reveals the regular patterns of the \( A_e \) values assessed for all models on the ICDAR-2019_line dataset. As depicted, the TDEM model, based on cell instance segmentation, distinctly outshines the comparative methods. Through the fusion of semantic information from table text
and accurate cell segmentation leveraging row separator lines projection, TDEM achieves the highest accuracy in tabular data extraction among all models, achieving an $A_e$ value of 89.26%. Throughout our experimentation, we observed that all table recognition algorithms perform well in processing tables like the one depicted in Figure 3 (b), which features clear boundary lines, uniform inter-row spacing, and straightforward textual content. However, when confronted with tables like that shown in Figure 3 (a), which features lack of column separator lines, irregular inter-row spacing, and intricate textual content, traditional table recognition methods, along with most deep learning methods, are ineffective. This accentuates the importance of semantic information within table text and validates that recognition methods based on cell segmentation can significantly outperform alternative recognition approaches.

Table 2: Experimental results with the metric $A_e$ for extraction accuracy analysis.

<table>
<thead>
<tr>
<th>Model</th>
<th>$A_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>J. Li et al</td>
<td>54.69%</td>
</tr>
<tr>
<td>TEXUS</td>
<td>60.86%</td>
</tr>
<tr>
<td>DeepDeSRT</td>
<td>44.69%</td>
</tr>
<tr>
<td>TableNet</td>
<td>52.48%</td>
</tr>
<tr>
<td>CascadeTabNet</td>
<td>67.40%</td>
</tr>
<tr>
<td>SPLERGE</td>
<td>75.57%</td>
</tr>
<tr>
<td>TDEM</td>
<td>89.26%</td>
</tr>
</tbody>
</table>

5. Conclusion

In this letter, we present an accurate tabular data extraction model based on cell segmentation (TDEM), aiming at the data extraction of lined table from document images. TDEM is the first model to extract tabular data from the cell level and save the result in Excel format. On the ICDAR-2019 line dataset, TDEM has achieved a far higher accuracy of tabular data extraction than other models. In the future, we plan to predict the appearance position of the row-column separation lines after obtaining the table area, and then divide the cell area, to further improve the tabular data extraction result of the complex table by the TDEM model.
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