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Bilaterally Colored Finite Automata and Bilaterally

Colored Regular Expressions

SUMMARY  Recently, we introduced and investigated a col-
ored variant of finite automata, so-called “colored finite au-
tomata.” Its accepting states are able to be differently colored
each and therefore a single automaton can classify and distinguish
multiple languages at once. In this paper, we further extend the
concept of colored accepting states and propose a new automa-
ton, called bilaterally colored finite automaton (biCFA) which
can possess as many differently colored initial states as possible,
rather than a specified single initial state.

We next introduce its regular expression counterpart, called
bilaterally colored regular expression (biCRE), which exactly ex-
presses the same tuple of languages as accepted by the corre-
sponding biCFA. Notably, the mono-colored version of colored
regular expression is a succinct and intuitive alternative of the
existing ordinary regular expression.

We also demonstrate the usefulness and feasibility of biCRE
by applying the concept to extended (i.e., regular right part)
context-free grammar and exhibit a super-short pure Python pro-
gram which parses basic arithmetic expressions with addition and
multiplication operators.
key words: Kleene’s Theorem, state elimination method, sys-
tem of equations, regex engine, compiler

1. Introduction

Among many concepts in automata and language the-
ory [1,2], finite automaton and regular expression are
the most elemental and yet available to wider areas
beyond computer science field [3-5]. Recently, we in-
troduced and investigated a colored variant of finite
automata, so-called “colored finite automata.” Its ac-
cepting states are able to be differently colored each and
therefore a single automaton can classify and distin-
guish multiple languages at once. This mechanism not
only provides a structural advantage for the design of
language recognizers but also provokes new complexity
problems concerning unmixedness of multiple colored
languages [6,7].

In this paper, we further extend the concept of col-
ored accepting states toward the initial state. That is,
the newly proposed automaton, called bilaterally col-
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ored finite automaton (biCFA) can possess as many
differently colored initial states as possible, rather than
a specified single initial state. Due to this extension,
an n states biCFA is able to accept at most O(n?)
different languages by itself. To be convinced, imag-
ine a string-shaped FA which accepts the singleton set
LY = {0"1"},n > 1, with a pair of the leftmost 0-
colored initial state gy and the rightmost n-colored ac-
cepting state ga,. Further, it can accept n? different
languages L7~ = {0"~9+11%} for i,j (1 < i, < n) if
it has a j-colored initial state at the (j — 1)st position
from ¢p and an i-colored accepting state at the ith po-
sition from the center.

We next introduce its regular expression counterpart,
called bilaterally colored regular expression (biCRE),
which exactly expresses the same tuple of languages
as accepted by some biCFA. That is, just one biCRE
can represent the same amount of languages as the cor-
responding biCFA. Incidentally, there has already ex-
isted a unilateral mono-colored version of biCRE (i.e.,
with accepting state position symbols not internally
weaved), named ‘pointed regular expression’ or ‘marked
regular expression’ in [8-10]. Although an example (de-
scribed as “(a + >b)*<=p>b(a+ b)*<” in our notation)
which illustrates its succinctness and intuitiveness was
noticed, a main part of their investigation has being de-
voted to efficient construction of deterministic FAs that
correspond to such REs. In contrast, this paper mainly
focuses on the opposite direction: the transformation
of bilaterally colored FAs to the corresponding biCREs.
Notably, the mono-colored version of bilaterally colored
regular expression turns out to be a succinct and intu-
itive alternative to ordinary regular expression. Partic-
ularly, the resultant bilateral regular expression trans-
formed from the ‘double chain’-like automaton [11] has
linear size O(n) for the left-to-right order of elimination
of the states while the ordinary expression has O(n?)
size in the same order during the course of the state-
elimination method. Such a phenomenon comes from
the fact that our bilateral regular expression is formed
in such a way that the start and end points of strings
it represents could appear anywhere in the expression
explicitly, rather than the implicit leftmost and right-
most boundaries of the expression.

We also demonstrate the usefulness and feasibility of
biCRE by applying the concept to extended (i.e., regu-
lar right part) context-free grammar and exhibit a short
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Python program (25 lines without any extra module)
which does parse arithmetic expressions with plus and
multiplying operators.

This paper is organized as follows. In Section 2, we
introduce bilaterally colored FA and give an example
of its usage in lexical analysis. In Section 3, we in-
troduce bilaterally colored RE as its counterpart, then
investigate its fundamental properties and give some
examples showing how familiar regular expressions are
rewritten in bilateral form. In Section 4, we first show
a method of transformation from biCFAs to biCREs
based on the solution method of simultaneous language
equations and give some examples demonstrating how
conventional finite automata are converted to bilateral
regular expressions without any complex manipulation.
We next demonstrate how the inverse transformation
can be done by using the example described in the
case of biCFA-to-biCRE transformation. Inductively,
we have the equivalence of bilaterally colored versions
of FAs and REs. In Section 5, we give examples of their
application to an improvement of existing regular ex-
pression matching engines and a simplification of parser
program for well-known context-free grammars.

Now we recall the definition of ordinary regular ex-
pression [12].

Definition 1: Regular expression over an alphabet ¥
is defined inductively:

1. £, 0, and a € ¥ are regular expressions expressing
the languages L(e) = {e}, L(0) = 0, and L(a) =
{a}, respectively.

2. If r and s are regular expressions expressing the
languages L(r) and L(s), then r + s,rs, and r*
are regular expressions expressing the languages
L(r +s) = L(r) U L(s), L(rs) = L(r)L(s), and
L(r*) = L(r)*, respectively.

2. Bilaterally Colored Finite Automata

Definition 2: ([6,7]) Let L; be a language over alpha-
bet X fori=1,...,k k> 1. A k-tuple (L1, Lo, ..., Lg)
of languages is called colored language (vector) of k col-
ors over X.

The terminology of language vector or tuple of lan-
guages was first used to describe the behavior of a
multiple-output sequential circuit in [13].

Definition 3: A bilaterally colored finite automaton,
abbreviated biCFA, is a 5-tuple M = (2, Q, Eéle%, d,
Zle F;), where

1. @ is a finite set of states,
2. Y is a finite set of input symbols,

3. § is the transition function from @ x (X U {e}) to
29,
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4. ¥5_,Qqy € Q is a mutually disjoint family {Qy, ...,
QL} of sets Q)’s, where Q) is the set of initial states
with jth color,

5. Bk | F; C Q is a mutually disjoint family {Fy, ...,
Fy.} of sets F;’s, where F; is the set of accepting
states with ith color.

We denote as (g, z) the set of reachable states when
M starts from state ¢ and finishes after it reads the
input string z. Definel?

Li(M) & {z € 2 | §(qh,2) N Fi # 0,4) € QD)
Ly LI (M),
Li(M) = Ui, L{(M), and
1 LI (M) = Ui, Li(M) |
= Ui Uiy LL(M).

LJ(M) is said to be the language accepted by M
which starts with jth color and ends with ith color and
L(M) is called the (unified) language accepted by M.

Note that ordinary non-colored finite automaton M
is a special case of biCFA whose families Eé-:le) and
Y | F; of sets of initial states and accepting states are
equal to {{qo}} and {F'}, respectively.

Fig.1 A biCFA accepting decimal integers or fractional num-
bers with or without plus signs, simultaneously.

Example 1: Consider a bilaterally colored finite au-
tomaton M depicted in Fig. 1, where d is the abbrevia-
tion of digit characters {0, ...,9}. M accepts fractional
numbers (having decimal points) with or without plus
signs in the same way as Example 2.16 in [12]. In addi-
tion, M also accepts integer numbers (not having deci-
mal points) with or without plus signs. More precisely,
M distinguishes those four different languages:

TFor sets X and Y, direct sum X + Y is the union X
U Y satisfying the disjointness X N'Y = (). Notice that we
use the regular expression r + s to denote language L1 U Lo,
where L, and L are the languages expressed by the regular
expressions r and s, respectively.

ftx 2y means that X is defined as Y.
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L¥(M) =ad*(-d+d-)d,
LY(M) =d*(-d+d-)d*,
LE(M) =@®d*,and
LE(M) =d+.
Furthermore,
Lg(M) =LEM)ULS(M)=(&+e)d*(-d+d-)d*,
Lo(M) =LEM)ULE(M) = (® +¢)d*, and
L(M) = Lp(M)ULg(M)

U
=(@®+e)d*(-d+d-)d*+ (& +e)d*.
3. Bilaterally Colored Regular Expressions

In this section, we first give the syntactical and seman-
tic definitions of bilaterally colored regular expression,
which is a natural generalization of that of ordinary
regular expression.

Definition 4: A bilaterally colored reqular expression
(abbreviated biCRE) over an alphabet ¥ with [ > 1
initial state colors and k > 1 accepting state colors is
defined inductively:

Leri(1<5<1),<(1<i<k),d anda € ¥ are
bilaterally colored regular expressions.

2. If r and s are bilaterally colored regular expres-
sions, then r + s,rs, and r* are bilaterally colored
regular expressions.

The symbols >/ (1 < j < 1) and <; (1 <4 < k) are called
j-colored initial state position symbol and i-colored ac-
cepting state position symbol, respectively.

Definition 5: Let r be a biCRE with [ initial state
colors and k accepting state colors. Let pos’(r),1 <
Jj <1, and pos;(r),1 < i < k, denote the sets of posi-
tions appearing in r of j-colored initial state position
symbols and i-colored accepting state position symbols,
respectively. For each j' € pos/(r),i’ € pos;(r),1 <
J<1,1 <i<k let 7’|Z,' denote the regular expres-
sion that is obtained from r by replacing with &’s all
initial state position symbols and all accepting state
position symbols except a pair of the j'th initial state
position symbol and the i’th accepting state position
symbol. Furthermore, let r|% and r|€)/ denote the regu-

lar expressions that are obtained from 7“|Z,/ by replacing
with ¢ its j'th initial state position symbol and its i'th
accepting state position symbol, respectively.
Definition 6: Let r be a biCRE with [ initial state
and k accepting state colors. For each j(1 < j < 1),
i(1 <4 < k), the (j,4)-component of colored language
(vector) L(r) expressed by r is recursively defined as

nns U U

Jj'€posi(r) i’ €pos, (r)

L(rl})

(this resolving of r is called pairs-scattering), where

(U) I rl) = s+t, then L(r|%) = L(s ) UL@[),

i.e., ordinary union (Boolean sum) operation.

3

() It r|f,/ =st,>¢ s#¢e, then L(T|Z,/) = L(t|g,/),
i.e., discard of useless prefix s (leftmost substring).

(Cr) If rf, =st, < ¢ t+#e, then L(r[,) = L(s|}),
i.e., discard of useless suffix ¢ (rightmost sub-
string).

(Si) If r|), = s*, > € s, then L(r|}) = L(s|} s*|%),
i.e., eviction of initial position symbol out of star
operator.

(Sa) If r|], =s*, aes, then L(rll,) = L(s*[} s)),
i.e., eviction of accepting position symbol out of
star operator.

(E) It rl4, =eorrll, =0, then L(r|},) = L(0) = 0,
i.e., discard of empty string and empty set.

(O) If |}, =ps<(and >, ¢ s), then L(rll,) = L(s),
where L(s) is defined in Definition 1 for ordinary
regular expression s,

i.e., extraction of a string enclosed with both end
mark position symbols as meaningful contents.

(S1)
a = «
¥ 8 Y
@ (Sa)
a = a
v Y« ©

Fig.2 Illustrations of the rules (Si) and (Sa) of Definition 6.

See Fig. 2 for the graphical meanings of the rules
(Si) and (Sa) above. Note that after applying the rule
(Si) or (Sa), we must repeat another cycle of pairs-
scattering and star-eviction if the resulting expression
has more than one pair of position symbols >, <.

Hereafter, we abbreviate « = [ when the two lan-
guages expressed by a and [ are the same.

The following fact is an extremal case of biCRE (See
Fig. 3 for their intuitive meanings).

Fact 1: 1. Forr € {>,<,<>,<+>,>+ <}, L(r) = 0.
2. For r € {>q, (<ap)*, )", («+p)*, (> + )"},
L(r) = {e}.
(Proof)

1. From the rule (Cr) with s = ¢,t = # ¢ and (E)
of Definition 6, we have L(I>|Z,/) = L(5|z,/) = 0.
From the rule (Cl) with s =< # ¢, t = ¢ and (E)
of Definition 6, we have L(<1|{,l) =L(e g,’) = (.
From the rule (Cr) of Definition 6 with s = < and
t =, we have L(anl) = L(<[?) = 0.

From the rule (U) of Definition 6 with s = < and
t = >, we have L(<1+b> |z,,) =L(>+4 |z,/) = L(<1|g,/)+



&

)

Fig.3 FAs corresponding to the expressions (1)><, (2)<b,
(3)>, (4) <, () a+por >+, (6) (><)*, (7) (a>)”, and (8) (a+p)*
or (>+<)*.

L(>|f,') =0.

2. From the rule (O) of Definition 6 with s = ¢,
Li4all) =e.
From the rules (Si), (Sa) of Definition 6 (and pairs-

scattering), we have
(a0) =

=0+ (E+9)*
Yet+e) +(>+e)(e +)*
Y+ (> +e)e+e)(e+<)

A N AN~

O

Example 2: The four regular expressions for L7 (M),
j € {R,C},i € {G,B} in Example 1 are aggregated to
a single expression

R @Cd*(-d+dag-)d*<p
= r|& + [+ 76 +rIf
=R pd (-d+dag-)d*+Red*(-d+d-)d*p
+ @ pfd*(-d+d<g ) d* + @pCd*(-d+d-)d*<p
=f@d*dag +R @ d*(-d+d-)d*<p
+Cd*dag + o°d*(- d +d-)d*<p.

The last equality is derived by the rules (E), (Cl), and
(Cr) of Definition 6.

Example 3: (Example 3.2 in [12]) The language
(01)*+1(01)* +(01)*0+41(01)*0 = (¢ +1)(01)*(¢ +0),
in which neither 0 nor 1 continues, is expressed by a bi-
CRE > (0><1)*a because the similar derivation holds
as in Example 2 (see Fig. 4 for its graphical meaning):

>(0><1)*<
=p>(01)*a+p(0<1)* + (0><1)* 4+ (0>1)*«
=p(01)*a + >(01)*0<+ (0><1)(0<1)* 4+ (0>1)(01)*«

=p>(01)*<+>(01)*0<+>1(01)*0< +><+>1(01)*<.

The following identities between bilateral regular ex-
pressions are derived in the similar manner as before.
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Fig.4 An FA corresponding to the expression > (0><1)*<.

Proposition 1: For any expression «, § which do not
contain any state position symbol, the following holds
(See Fig. 5 for their intuitive meanings).

1. (“the shifting rule” [15])
>(a<f)* =>(af) ad=pa(fa)'<= (Bra)'<,
2. (“the denesting rule” [15])

> (a*<ap)* =p(a*f)*a*«
=p(a+ f)*<
— b3 (aB") = (an B*)"q,

3. (one of “the aperiodic identities” [11])
(ar<fB)* =p> (fa)"a= (aa>8)* +1><.

Practically, the identities above should not be used
when they are surrounded by other loops of star oper-

ators.
ll
a B
OO
£ ﬁ £
(©) @ ®)

Fig.5 FAs corresponding to the expressions (1)>(a<fB)*,
(2)> (a*<B)*, and (3) (a><B)*.

Example 4: (Sub-subsection 3.3.3 in [12]) From the
shifting rule >a(Ba)*<e = >(a<8)* of Proposition 1,
the Unix-style regular expression
‘[A-Z] [a-z]*( [A-Z][a-z]*)*’
for names of streets can be expressed by a biCRE
“:>([A-Z] [a-z]*<: )*)]
where ‘:>’ and ‘<:’ mimic initial and accepting state
position symbols > and <, respectively (see Fig. 6 for its
graphical meaning). The same convention will be seen
from now on.

Example 5: The regular expression for email ad-
dresses in HTML Living Standard [16]
[a-zA-Z0-9. 1 #$%& > x+\/=7"_${| }"-]+@[a-zA-Z
0-91(?: [a-zA-Z0-9-1{0,61} [a-zA-Z0-9]1) 7 (?:
\. [a-zA-Z0-9] (?: [a-zA-Z0-9-1{0,61} [a-zA-Z
0-91)7)*

can be rewritten to a bilateral one:
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Fig.6 An FA corresponding to the expression ‘:>([A-Z] [a-z] *
<: )%

:>[a-zA-Z0-9. 1#$%&°> x+\/=7"_{|}"-]1+@(: 7 [a
~zA-20-9] (7: [a-zA-20-9-1{0,61} [a-zA-Z0-9])
7<:\ )%,

since it holds that
bay(zy) < =rx(yz)y<s=>rr(y<z)’,

where z = ‘[a-zA-Z0-9. 1#8$%&’ *+\/=7"_$ {1 }~-]+e,
y = ‘[w]l ([w-1{0,61}[wl)?, z =\., w = ‘a-zA-Z
0-9’ and the equality each comes from the shifting rule.

Remark 1: We must be aware of the following gen-
eral principles.

e When more than one pair >, < of left and right tri-
angles appear in a given biCRE (in either mono-
colored case or multi-colored case), we must first
split them to separated biCRESs, each of which has
only one pair of triangles (pairs-scattering), and
then must do other manipulations, e.g.,

>a(EGba)*=>aleb<)* +ca(>b)*
=pa(b)*(b<) + a(>b)*(>b<).

The last equality is derived by the rule (Sa) of Def-
inition 6.

e To evict position state triangles out of nested star
parentheses, we must proceed in a top-down man-
ner: The whole contents in the outermost star
parentheses are copied to its left or right side at
first, then the inner triangles of the copied contents
can be evicted if they are in another star loop, e.g.,

((

>((aab) e)*=>((ab)"c) )
(ab)*c)*((ab)*(a<b)c).

>

>
Both equalities are derived by the rule (Sa) of Def-
inition 6.

As the final remark of this section, we point out the
well-definedness of Definition 6: When even the rules
(Si) and (Sa) are simultaneously applicable, the order
of these applications makes no difference in their out-
comes, i.e., they are confluent.

Let af>,<]* be a star loop sub-expression of some con-
junctive (product) term T of a regular expression such
that (1) there exists exactly one pair of position sym-

bols > and < in «, (2) no position symbol outside it,
and (3) there may be other star loops inside a but not

5

outside a*, i.e., it is the outermost star loop contain-
ing the position symbols >,< within 7. Similarly, for
example, let a[>,] denotes the modified v such that its
accepting state position symbol < is replaced with .

*

Fact 2: af><* = ap<] + af>,)al])*af«].

(Proof) Let T[a[>,<]*] denotes such a term T as de-
scribed above containing sub-expression «[>,<|*. By
applying the rule (Si), pairs-scattering, the rules
(Cr) and (Sa) in this order, we have T[a[>,<]*] =
TPl = Tlpdal)?] + Tlapald] =
Tlap<)] + Tla, ]af,]*af,<]]. In the same way, by ap-
plying the rule (Sa), pairs-scattering, the rules (Si)
and (Cl) in this order, we have T[a[p,q*] = -+ =
Tlap,)al)*al,<)] + T[a[>,<]], too. On the other hand,
by pairs-scattering, the rules (Cl), (Cr) and (E), we
have also T[a>,<] + ap)al]*al<q)] = - = Ta[><]] +
Tlop Jal*ld]. o

4. Equivalence of Bilaterally Colored FAs and
Bilaterally Colored REs

From the definitions described so far, we can see a
multi-colored biCFA (biCRE) as a color-distinguished
sum of FAs (REs) each of which has just one pair of ini-
tial state and accepting state (these position symbols).
We can, therefore, adopt classical algorithms of trans-
formations between ordinary FAs and REs as a whole.
As a result, the termination and correctness of our
modified versions follow from the original ones.

4.1 Transformation of BiCFAs to BiCREs

Among several methods to transform finite automata to
their equivalent regular expressions, we adopt the fixed
point solution method for a system of language equa-
tions [11,17-19]. It is known [11] that the most popular
(graphical) “state elimination method” and this rather
literate (algebraic) system of equations method are the
same and therefore produce the same expression from
a given automaton, provided that states in the former
and indeterminate variables in the latter are eliminated
in the same order during the course of transformation.

An equation X = aY + b for some automaton M
means that from state X it can go to state Y via
the transition labeled with a or go to some accept-
ing state and halt via the transition labeled with b.
We also denote such equation as ‘X — aY + b in-
terchangeably because we do not require the set theo-
retical equality between two languages represented by
the left-hand side and the right-hand side, but rather
require the least fixed-point solution obtained by (in-
finite) self-substitution of the equations that are re-
garded as rewriting rules of left-hand side nonterminals
to right-hand side sentential forms just like right linear
grammars for regular languages.

In this section, we often use the following lemma,



known as Arden’s Lemma, in order to eliminate inde-
terminate variables from right-hand side of the given
equations.

Lemma 1: Let A and B be two languages. Then,
A*B is the (least) solution of the equation X = AX +
B (or X - AX + B). O

The following is a key to the relative compactness of
the resulting expressions of our transformation.

Theorem 1: Let X and Y be an accepting state and
a state of some biCFA, respectively. Then, all the equa-
tions below are equivalent:

(1) X —>aX+bY +4q,
2) X s aX+abY,

(3) X -<aX+0bY,and
(4) X —»<aX +<bY.

(Proof) Suppose that the equations above become the
following forms due to the replacement of Y with a X +
B just before X is eliminated from the right hand side
of the equation: (1) X — (a +ba)X +b8+<,(2) X —
(a+ba)X+<bp,(3) X — (qa+ba) X +b0, and (4) X —
(<a+ ba)X + <bf, where «, 8 do not contain variable
X. Below, a[], etc., denotes the regular expression «
from which <’s are replaced with €’s. Therefore, e.g.,

it holds that afy = aB[]v[] + o[]87[] + «[]8]]y. By
Lemma 1, we have

(1) : X= (a+ ba)*(bB + <)
= (a+ba)"(bB[] +¢) + (a+ba[])" (b5 +€)
+ (a+ba[])*(b5[] + <)
= (a+ba)" + (a+bal])*bB + (a + bal])*<,
(2) : X= (a+ ba)*(ab3)
= (a+ba)*(=bB{]) + (a + ba[])* (<bB])
T (a+bal)*( b8)
= (a+ ba)* + (a + ba[])* <+ (a + bal])*(b8),
(3) : X= (qa+ ba)*(bB)
= (va+ba[])*(bB[]) + (ea + ba)* (bA[])
T (0 + bal))*(b5)
= (a+baf])*(sa+ba[])(b8[]) + (a + ba)*
+ (a+ bal])*bB
= (bl (0 00)" + (o 0al]) 03
(4) : X= (qa+ba)*(<bp)
= (<a+ ba)*(ebf) + (a + ba)* (< bp)
= (a4 ba)*(bB + <) from the parts (2) and
(3) above.

O

Note that the part (1) of the theorem above corre-
sponds to the conventional equation X = aX +bY +e¢.
Thus, Theorem 1 says that there exists more than one
way to indicate that some state is accepting in a given
equation. Similarly, there exist many ways for initial
state indication but we adopt here the way that is most
operative to formulate the system of equations at first
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and systematic to solve it to the final expression: If
X is an initial state of some biCFA, the left-hand side
of the equation for X is initially set as > X. When the
contents of body of the equation is resolved or arranged
to be substituted to another equation, the initial state
position symbol > must be transposed from the left-
hand side to the right-hand side, e.g., > X — «--- must
change to X =pa---

As will be seen below, initial and accepting state posi-
tion symbols embedded in state equations are properly
inserted in intermediate forms of regular expressions
during the course of transformation.

Example 6: We transform the biCFA classifying dec-
imal numbers shown in Fig. 1 to an equivalent biCRE
as follows. From the figure, we have the system of equa-
tions.

l>Rq04) @(ﬂ (0)
g = dgi+ e +dq (1)
g2 — dgs -~ (2)
g3 — dg3 +<B - (3)
s — <g - q3 - (4)

Note that the symbol <g for G-colored accepting state
in (4) is attached at the front of the term - gs.
Appling Lemma 1 to (3), g3 = d*ap.--- (3')
Substituting it to (2), g2 = d(d*<p) = dd*<p.- - (2')
Substituting (3') to (4), ¢4 = <g - (d* <) = <g - d* <.
Substituting it and (2') to (1),
I>Cq1 —dg +-(dd* <) +d(«g - d*<lB).
Hence, from Lemma 1,
gy — d*(-dd*<ap + d<g - d*<ap) = d*(-d +d<g )
d*<lB.
By left-to-right transposition of the initial state posi-
tion symbol,
q1 = Cd*( -d+ dQG ) d*<p.
Substituting it to (0), bfqgy — @(°d*(-d + d<g -) d*
<IB).
Hence, by left-to-right transposition of the initial state
position symbol,

qo =RaCd*(-d 4+ dag -) d* <.

Example 7: (Example 3.6 in [12]) Fig. 7 is an FA
that accepts strings of 0’s and 1’s such that either the
second or third position from the end has a symbol 1.
From the figure, we obtain the system of equations as
follows.

>A—(0+1)A+1B (1
B—(0+1)C (2
C —<(0+1)D (3
D — <« (4
Note that the symbol <« for accepting state in (3) is

attached at the front of the term (0+1)D. In the same
manner as the example above, we get

A=>0+1)"1(0+1)<(0+1)<«.
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Compare this expression with the ordinary regular ex-
pression (0 + 1)*1(0+1) + (0+ 1)*1(0+ 1)(0 + 1) =
(0+1)*1(0 4 1) (e + (0 + 1)) [12].

0,1

1 0,1 0,1
D O Ca(©)

Fig.7 An NFA accepting strings that have a symbol 1 either
two or three positions from the rightmost end [12].

Example 8: Fig. 8 is an FA that was originally de-
signed to accept in state pg the binary numbers which
are multiples of 6. It can also distinguish the other
cases in 3 different colors. From the figure, we obtain
the system of equations as follows.

>po — O0po + 1pr + <o (
p1 — <10p2 + 1p3 e (
(
(

p2 — <20p1 + 1po
p3 — <B0po + 1py

Fig. 8 A deterministic biCFA accepting binary numbers which
are multiples of 6 and also classifying the remaining numbers into
three categories.

Note that the symbols <1, <3, and <3 for accepting
states in (1), (2), and (3) are attached at the front of
the terms 0 p2, 0p1, and 0pg, respectively.
Applying Lemma 1 to (2), we have

p2 = 1(x0p1). -~ (2')
Substituting (2’) and (3) to (1), we have

p1 — <1 0(1*420191) + 1(<13 0po + 1p1)

= (<]1 01*<20 + 11)p1 + 1<3 0 pg.

Therefore from Lemma 1, we get

p1 = (<1101*<120 + 11)*1<13Op0.
Substituting it to (0), we have

>po — Opo + 1((<101*<120 + 11)*1<]30p0) + <o

= (O + 1(4101*420 + 11)*1<130)p0 + <p.

Therefore, we get

bo = l>(0 + 1(4101*420 + 11)*1<130)*<1().

It is known that the order of eliminated states enor-
mously affects the appearance of resulting REs trans-
formed from FAs. The next example shows that a

Fig.9 The FA D3 in [11] for demonstrating the effect of the
order of state elimination.

preferable phenomenon happens in the bilateral case.

Example 9: (Example 16 in [11]) Below are the orig-
inal equations for the FA M in [11].

i—p (1)
p—ap+bg+t (2)
qg—ar+bp -+ (3)
r—aq+br (4)
t—e, (5)

where i is the initial state of M. Abbreviating (1) and
(5) and moving the accepting position symbol < at the
tail of (2) to the head of the term bq, we get a simplified
system of equations (See Fig. 9):

>p —ap+<dbg ---(2)
g —ar+bp ---(3)
r —aq+br - (4)

In case of the elimination order p < ¢ < r (from left to
right in the figure): From (2’) and Lemma 1, we have
p=0>a*dbgq.
Substituting it to (3) and using Lemma 1,
g=ar+bra*<bqg) =bra*<bg+ar
= (bra*<b)*ar.
Substituting it to (4),
r—a((b>a*<ab)*ar)+br = (a(b>a*ab)*a+b)r+0.
Hence from Lemma 1 (and the rule (Cr) of Definition
6 with t = (),

r = (a(b>ra*<ab)*a+0)*0 = (a(b>a*ab)*a + b)*.
Note the following:

1. Contrary to the ordinary elimination method,
backward substitution is not executed after the ac-
complishment of forward elimination for an arbi-
trary state (not necessarily for the initial state).

2. The respective ordinary regular expression [11]

a*b(ba*b)*a(a(ba*b)*a + b)*a(ba*b)*ba*

+ a*b(ba*b)*ba* + a*
easily derived from the corresponding bilateral ex-
pression above by using the method described so
far.

3. In the same order as p < ¢ < r, it is easily shown
that the transformation of a generalized FA D,
having n states produces the biCRE

20n = (b(a--- (a(b>a*<ab)*a)* - -a)*b)* + a)*,

Zont+1 = (a(b- -+ (a(b>a*<b)*a)*---b)*a)* + b)*,
foreachn > 1and z; =>(a+<b)* => (a+b)*(a+
ab)=v(a+b)*a+>(a+b)*ab=0+>(a+b)*<=



> (a+b)*<«, thus its length satisfies |z,| = O(n). On
the other hand, the ordinary regular expression for
D,, can be described as

Yon = 21b2ba - azh, 1b24 bz, qa---azhbz]

+Yon—1,

!/ / !/ " !/ !/ /

Yant1 = 21b2ga -+ - b2y, a2y, 1025,b - azpbzy
+Yon,

for each n > 1 and y1 = (a + b)*, where
= (bal- - (a(ba’b)'a)" -+ )'a)B)"
Zpg1 = (a(b(-- - (a(ba™b)*a)" - --)*b)"a)",
for each n > 1 and 2] = a*,
(

iy = (alb(-- (alba™) )" --)"b) a + b)",

Yo, = 21bzba - azh, 1b25,b2h, qa---azhbz]
+Yon-1,

Yoni1 = z1bzha- - - bzy,azh, azg,b- - - azpbz)
+Yon,

for each n > 1 and Y7 = a*, thus its length satisfies
|yn| = O(n2) + ‘Yn71| = 0(713)

4.2 Transformation of BiCREs to BiCFAs

This subsection will assert that the inverse direction of
the previous subsection also holds, i.e., any biCRE can
be simulated by a certain biCFA. Our transformation
is essentially the same as conventional one since the
appearance of biCRE directly reflects the structure of
some biCFA.

There are several well-known algorithms to transform
ordinary REs to their corresponding FAs [11,17]. Al-
though any of them can be adapted to our purpose,
we adopt here the concept of ‘position automaton’ (or
‘Glushkov automaton’) [20,21], which allows us a con-
cise implementation of the algorithm and is constructed
by so-called ‘follow’ function [22,23]. The follow func-
tion of a regular expression r maps a position of input
symbol in r to the set of positions where the correspond-
ing automaton can go through only with e-transitions.

The e-transitions derived from the ‘follow’ function of
the expression > (0+1)*1(0+ 1)< (0 +1) <.

Fig. 10

Example 10: Fig. 10 shows the e-transitions derived
from the follow function of the bilaterally monotone-
colored regular expression > (04 1)*1(0+1)<(0+ 1)«
in Example 10.

More precisely, consider a biCRE r over ¥ with [
kinds of initial state position symbols and k kinds of
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accepting state position symbols. Let the all symbols
excluding operators ‘47, ‘’; ‘¢’ and parentheses ‘(’,*)’
appearing in r be numbered starting with 0 and ending
with a natural number N from left to right as shown in
Fig. 10. Let pos(r) = {0,1,..., N} and for each m €
pos(r), let a,, €e LU 1< <UL« |1 <i <k}
denotes the mth symbol in such a numbering.

Furthermore, consider the syntax tree ¢ of r whose
internal nodes are labeled with expression operators.
To construct the function follow, which is a mapping
from pos(r) to 2P°*(") and its three helper functions
nullable, which maps nodes of ¢ to boolean values, and
first, last, which both are mappings from nodes of ¢ to
2ros(1) we can adopt the ordinary procedure described
in [22,23] except the setting values for new symbols: In
the course of post-order traversal of ¢, if a visited node v
is labeled with an initial state position symbol >, then
set nullable(v) = true and first(v) = (), which means
that no transition can reach at this symbol but can
skip it over. Similarly, if v is labeled with an accepting
state position symbol <, then set nullable(v) = true and
last(v) = (), which means that no transition can depart
from this symbol but can skip it over.

Definition 7: Let r be a biCRE over 3 with [ initial
state position symbols and k accepting state position

symbols. The position e-automaton for r is a biCFA
M, =(Q,%,4, Zé-:le), Yk | F;), where

e Q) ={m-|an=0l,méepos(r)},1<j<lI,
F,={m|am=<;,mepos(r)},1 <i<k,
Q={mm |an €X,m < pos(r)} UE;ZlQ% U
Ei-c:th and

o §(m-,e) = {n | n € follow(m)} and especially if
am € %, 6(-m,am) = {m-} for each m € pos(r).

For example, the resulting automaton M, =
(Q,%,0,q0, F) converted from r of Fig. 10 is as fol-
lows:

e Q=1{0,1,1-,-2,2,-3,3,-4,4-,-5,5-,-6,-7,7-, -8, &,
. 9}7q0 = O7F = {67 9}a

e §(0-,e) ={1,-2,-3} since follow(0) = {1,2,3},
0(-1,50") = {1-},...,6(8,¢) = {-9}.

Based on this information, we can simulate the be-
havior of the automaton on any given input string. Be-
low is the running process of M, on string 00101 from
the initial configuration to an accepting configuration,
where we use the derivative notation [13,24], i.e., dw
denotes the regular expression which expresses the sit-
uation when the automaton have read the prefix w of
00101.
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de=>(0+1)*1(0+1)<(0+ 1)«
~E0+>1)*>1(0+1)<(0+ 1)<,
00= (0> +1)*1(0+1)<(0+ 1)<
~E0+>1)>1(0+1)<(04+1)a=0e,

000101 = (0+ 1 )*1>(0+1)<(0+1>)<
~PE0+pr)*1(0+>1)a(0+1)>a

The relational notation s ~ t above for two bilat-
eral regular expressions s,¢ is not meant a kind of
similarity but just the equality of the languages ex-
pressed by them, e.g., >(0+ 1)*1(0+ 1)< (0 + 1)< =
(>04+1>1)*>1(04 1)< (0 + 1)< can be verified in the
same way as described so far. Note that such s and
t correspond to so-called ‘mark-after’ automaton and
‘mark-before’ automaton, respectively in [20].

5. Applications of Bilaterally Colored Accep-
tance

5.1 Enhancement of Regular Expression Engines

In the previous section, we have seen that there exist a
bilateral finite automaton for a given bilateral regular
expression and vice versa. Based on these observations,
we have implemented a Unix-style biCRE simulator [25]
which is equipped with most basic features that any
regex engine might have (including support of repeated
concatenation quantifier {m,n}). By using this tool, we
assert that all the examples of (bilaterally colored or
not) regular expressions appearing in this paper cer-
tainly accord with their original intentions. Fig. 11T is
a code to demonstrate its usage for matching task of
the biCRE in Example 6.

1 import bicre
2| for line in @["12.34","-1.23","1234","+123",".123","123.","."]:
3 echo "[text = \"" & line & "\"]:"
if line =~ r":>"R[+-]:>~C[0-9]*(\.[0-9]|[0-9]<:_G\.)[0-9]*<:_B":
if "R-B" in kinds: echo "fractional number with sign"
if "C-B" in kinds: echo "fractional number without sign"
if "R-G" in kinds: echo "integer number with sign"
if "C-G" in kinds: echo "integer number without sign"
# there exisit only four kinds of acceptance enumerated above
else: echo "something else"

® VNV

=

Fig.11 A programming example using the biCRE matching
engine built in Nim language for matching a bilateral colored
regular expression with fractional numbers and others simulta-
neously (See Example 6).

5.2 Simplification of Regular Right Part Context-Free
Grammar Parsers

In principle, we cannot obtain a complete solution for
the equations composed of rewriting rules of a context-
free grammar due to their inherently nonlinear recur-
sions. We can, however, simplify these equations by

If the colors of languages accepted by biCFA trans-
formed from a given biCRE is guaranteed to be “unmixed”
[6,7], we can adopt case statement instead of repetition of
if statements just as proposed in [14].
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making use of the technique developed for bilateral reg-
ular expressions in case of context-free grammars whose
rewriting rules have star operators in their right side
bodies.

Example 11: A bilaterally colored extended (i.e.,
regular right part) context-free grammar for arithmetic
expressions with plus and multiplying operators is given
as follows.

M E - T{aT}*< = {Te} T = {Taa}* (1)
PT — F{OF}Y 9y = {FOY Fay = {Fu0}* ---(2)
BF = ([E]1+14)<s, - (3)

where E, T, F, and ¢ represents the nonterminal vari-
ables for expressions, terms, factors, and identifiers,
respectively. The rightmost equalities of (1) and (2)
above are derived by the rule (Sa) of Definition 6.
From (3),

F=03([E]+i)<s
Substituting it to (2),

PT — {B3([E1+1) <30}
Then, we have

T =p*{P([E1+1) 0o }”.
Substituting it to (1),

M E — PP ([E1+ i) <Rl <adlr.
Therefore, we have

E =o' PP ([E1+ i) iaeol <o}

By viewing a pair >,< of state position symbols as
a pair of left and right parentheses, we observe in the
above that those and other ordinary parentheses {,} are
improperly nested (i.e., crossing each other).

We can directly translate the one-line grammar above
to an actual parser as shown in Fig. 12. The position
symbols >7’s, <;’s and their eviction from star operators
are useful in this case just as in bilateral regular expres-
sion. For example, the derivation tree for a terminal
string a © b @ c is explicitly visible in the sequence of
derivations as shown below.

E = {P{B3([E] +14)u3u0} e}
= 23 ([E] +i)uwuo} el
{3 ([E] +i)<3<0} < }
= 2P ([E] +i)3<h0} @ }*
{3 ([E] 4 1)<3<00} <
= P23 ([E] +i)uiwuo} e}
P{B([E] + )30}
=p2B([E] +i)3wu0}®
P{B3([E] +1)300}
= 2B ([E] +1)<3R0}*®
p2{3([ET + 1)<3< }<y
=23 ([E] + )0 B3([E] +i)uiule
2[>3([E] + 7:)<13<2<]1
=2 ([E] +0)<0p?([E] + i)<3%®
p?03([ E] + i)<d3<a<y
=pl?3([E] 4+ i)0¥ ([E] +i)<30us
2[>3([E] + i)<13<2<]1
= pIp2p3a a0 BPb <3<y DD ¢ <I3<ia<y .
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Example 12: In the same way as Example 11, we
can obtain a bilaterally colored extended context-free
grammar

E = PP ([E] +1)®hn )} asl”

for ordinary regular expressions whose concatenating
operators are implicit (the symbol ® denotes Kleene
star unary operator).

In fact, the parser module in the biCRE engine men-
tioned in the previous subsection was constructed based
on the one-line grammar described above (its final code
consists of about 100 lines).

1 def E():

2 global i

3 exp = 0

4 while (True): # 1>71

5 term = 1

6 while (True): # :>n2

7 if inp[i] == "[': # 1>"3

8 i 4= 1; factor = E()

9 if inp[i] != ']': raise Exception("NOT ']1'")
10 elif not inp[i].isdigit(): raise Exception("NOT a digit")
11 else: factor = int(inp[i])

12 term = term * factor # <:_ 3

13 i4=1

14 if inp[i] != "*': break # <:_2

15 i+=1 # else: inp[i] == "*'

16 exp = exp + term

17 if inp[i] != "+': break # <:_1

18 i4=1 # else: inp[i] == '+'

19 return exp

20| while (True):

21 i=o90

22 inp = input(“expression or gq >>") + "$"

23 if inp == "g$": break

24 print(E())

25 if inp[i] != "$': raise Exception("NOT '$'")
Fig.12 An arithmetic expression parser in Python lan-

guage which is directly translated from the grammar E —
2 {3 ([E] +4)<93k20}* <1 @}* with starting rule S — ES.

6. Summary and Further Research

This paper proposed new computational models, called
bilaterally colored finite automata and bilaterally col-
ored regular expressions whose powers of acceptance or
expressiveness are the same. Beyond the conventional
framework, these concepts give more compact repre-
sentations of set of regular languages and more flexi-
bility to designing of them, despite the fact that they
are entangled clusters of conventional models. Partic-
ularly, even mono-colored bilateral regular expression
has fair advantages worth the cost of new ingredients
of triangle-shaped symbols ‘>’ and ‘<’: Thanks to the
omission of backward substitution step in the process
of Gaussian state elimination, it can be quickly derived
from a system of equations, which is equivalent to the
transition diagram of a finite automaton, then in most

IEICE TRANS. ??, VOL.Exx-?7, NO.xx XXXX 200x

cases the obtained expression is shorter than the ordi-
nary one, and its conversion to the form of ordinary ex-
pressions is rather laborious but merely a certain boiler-
plate routine in accordance with its definition. In fact,
we have straightforwardly built a tool that decomposes
biCRE into a tuple of ordinary regular expressions [25].

At the end of this paper, we propose future research
topics: (1) complete implementation of biCRE as pat-
tern matching engine, which currently lacks of con-
structs such as catching mechanism of matched sub-
string and (2) rigorous definitions (and their possible
proofs) of the newly introduced notions, such as a bi-
laterally colored extended context-free grammar in Sec-
tion 5.
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